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OUTLINE

• An introduction to Stephen Stigler’s book The Seven Pillars
of Statistical Wisdom (and his 2 earlier books)

• The first of these pillars: ‘Aggregation’

• early instances of the sample mean in scientific work

• multi-parameter situations [briefly]

• some early error distributions

• how their ‘centres’ were fitted
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Why do we continue to ask: What is Statistics?

• Not a single subject.
• Has changed dramatically, from a profession that

• claimed such extreme objectivity that statisticians would
only gather data – not analyze them

• to a profession that seeks partnership with scientists in all
stages of investigation, from planning to analysis.

• Different faces to different sciences: in some applications,
• we accept the scientific model as derived from

mathematical theory; in others
• we construct a model that can then take on a status as firm

as any Newtonian construction.
• In some, we are active planners and passive analysts; in

others, just the reverse.



A unified discipline, even a science of our own?

• I will not try to tell you what Statistics is or is not.

• I will attempt to formulate seven principles, seven pillars
that have supported our field in different ways in the past
and promise to do so into the indefinite future.

• I will try to convince you that each of these was
revolutionary when introduced, and remains a deep and
important conceptual advance.



The 7 Pillars
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‘Aggregation’ / ‘Combination of Observations’ / ‘Taking a mean’ (simplest e.g.)

• An old idea, revolutionary in an earlier day – and still so
today, whenever it reaches into a new area of application.
• Given a no. of observations, you gain information by

throwing information away!
• A simple arithmetic mean discards the individuality of the

measures, subsuming them to one summary.
• It may come naturally now in repeated measurements of,

say, a star position in astronomy. But in the seventeenth
century it might have required ignoring the knowledge that
the French observation was made by an observer prone to
drink and the Russian observation was made by use of an
old instrument, but the English observation was by a good
friend who had never let you down.
• Details of individual observations ‘erased’ to reveal a better

indication than any single observation could on its own.



Averages are many but they have a short history

• The earliest clearly documented use of an arithmetic mean
was in 1635
• Other forms of statistical summary have a much longer

history, back to Mesopotamia and nearly to the dawn of
writing.
• Recent important instances of this first pillar are more

complicated. The method of least squares and its cousins
and descendants are all averages.
• 19th century: “ combination of observations.”



The taking of a mean of any sort is a rather radical
step in an analysis

• statistician is discarding information in the data;

• the individuality of each observation is lost:

• the order in which the measurements were taken

• the differing circumstances in which they were made,

• including the identity of the observer.



Examples
• 1860s: Pushback against Jevons’ Commodities Index
• 1874: Determining dimensions of solar system using

measurements during Transit of Venus
Are those made with different equipment by observers of
different skills at slightly different times at different places
like enough to be meaningfully averaged?
• Are successive observations of a star position made by a

single observer, acutely aware of every tremble and hiccup
and distraction, sufficiently alike to be averaged?
• In ancient and even modern times, too much familiarity

with the circumstances of each observation could
undermine intentions to combine them.
• Strong temptation to select one observation thought to be

the best, rather than to corrupt it by averaging with others
of suspected lesser value.



‘Funes the Memorious’
(Jorge Luis Borges 1942)

Ireneo Funes found after an accident that he could remember
absolutely everything. He could reconstruct every day in the
smallest detail, and he could even later reconstruct the
reconstruction, but he was incapable of understanding.

“To think is to forget details, generalize, make abstractions.

In the teeming world of Funes there were only details.”

Aggregation can yield great gains above the individual
components.

Funes was big data without Statistics.



THE ARITHMETIC MEAN



1. When was it first used to summarize a data set?
2. When was this practice widely adopted?

1 : may be impossible to answer.

2: seems to be sometime in the 17th century, but being more
precise about the date also seems intrinsically difficult.

To better understand the measurement and reporting issues
involved, let us look at an interesting example, one that
includes what may be the earliest published use of the phrase
“arithmetical mean” in this context.



Link to Wikipedia

https://en.wikipedia.org/wiki/Magnetic_declination


“I do finde the true
variation of the
Needle or Cumpas
at Lymehouse to be
about 11° 15’, or
11° 20’,

whiche is a poinct
of the Cumpas just
or a little more.”



His 11° 15’ does not correspond to any modern
summary measure

• It is smaller than the mean, median, midrange, and mode.
• It agrees with the value for 22° elevation, and could have

been so chosen – but then why also give 11° 20’, the figure
for 23° elevation?
• Or perhaps he rounded to agreement with “one point of the

compass,” that is, the 11° 15’ distance between each of the
32 points of the compass?
• Regardless, it is clear Borough did not feel the necessity

for a formal compromise.





His “meane” is not the arithmetic mean of all 11; that would be 4° 5’

• Instead he gives the mean of the largest and smallest:
what later statisticians would call a midrange
• As such it is not remarkable. While it is an arithmetic mean

of two observations, there is scarcely any other way of
effecting a compromise between two values.
• There were in fact several earlier astronomers who had

done this or something similar when confronted with two
values and in need of a single value - certainly Brahe and
Johannes Kepler in the early 1600s, and possibly al-Biruni
ca. 1000 CE.
• What was new with Gellibrand’s work was the terminology

– he gives a name to the method used. The name had
been known to the ancients, but, as far as is now known,
none of them had felt it useful or necessary to actually use
the name in their written work.



Sign that statistical analysis of observations had entered into a new phase:

short note in the Transactions of the Royal Society in 1668

“In taking this Table [ Captain Sturmy] notes the greatest
distance or difference to be 14 minutes; and so taking the mean
for the true Variation, he concludes it then and there to be just 1
deg. 27 min. viz. June 13 1666.”



While the true mean is 1 deg. 27.8’ and Captain
Sturmy (or mathematician Staynred) rounded down

• It is in any event clear that the arithmetic mean had arrived
by the last third of that [17th] century and been officially
recognized as a method for combining observations.

• The date of birth may never be known, but the fact of birth
seems undeniable.



Example: land surveying in the early 1500s

• The basic unit of land measure in those times was the rod,
defined as 16 feet long.

• And in those days a foot meant a real foot, but whose foot?

• Surely not the king’s foot, or each change of monarch
would require a renegotiation of land contracts.



Simple and elegant solution reported by Köbel

• “Stand at the door of a church on a Sunday and bid 16
men to stop, tall ones and small ones, as they happen to
pass out when the service is finished;

• then make them put their left feet one behind the other,
and the length thus obtained shall be a right and lawful
rood to measure and survey the land with,

• and the 16th part of it shall be the right and lawful foot.”



– It was truly a community rod!
– Functionally, it’s the arithmetic mean of the 16 individual feet,
– but nowhere was the mean mentioned. [cf. ’havaria’ in marine insurance]



COMBINATION OF OBSERVATIONS

(Multiparameter applications)



{α, β, θ } – Mayer, 1750





The Earth is not perfectly spherical



1755
“Y” “X”

E[ Y | X ] = A + B X  

A
B



1793: 1 metre = 10,000,000th part of the meridian quadrant













EARLY ERROR DISTRIBUTIONS

(and how their ‘centres’ were fitted)



3 discrepant observations
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Various estimates of ’Centre’ of 3 discrepant observations
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1778
DANIELE BERNOVLLI. “The most probable choice between
several discrepant observations and the formation therefrom of
the most likely induction”



After preliminaries re. choice of the radius of the controlling circle ML Criterion
• it remains to determine the position of the controlling circle, since it is at the

centre of this circle that the several observations should be deemed to be, as it
were, concentrated.

• The aforesaid position is deduced from the fact that the whole complex of
observations would occur more easily, and therefore more probably, for
this location than for any other position of the circle.

• We shall have the true degree of probability for the whole complex of
observations if we note the probability corresponding to the several observations
that have been carried out and multiply all the probabilities by each other.

• Then the product of the multiplication is to be differentiated and the differential
put = 0. In this way we shall obtain an equation whose root will give the distance
of the centre from any given point.

The common rule gives θ̂ = 0.4. Let us see the new one which
to my mind is more probable, and let us put r = 1. The
following purely numerical equation results

1.92− 0.32θ̂ − 12.96θ̂2 + 4.64θ̂3 + 12θ̂4 − 6x θ̂5 = 0,

the solution of which is approximately θ̂ = 0.44, which exceeds
the commonly accepted value by more than a tenth.
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MLEs of centre (theta) and 'radius' of Bernoulli error model; data: y = {0, 0.2 and 1.0}
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Daniel Bernoulli’s 1769 manuscript, studied by Stigler



Bernoulli 1769: Robust (M-)Estimation of a Location Parameter, Huber 1964
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1774

Memoire on the Probability of the Causes of Events
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The True Title of Bayes’s Essay
Stephen M. Stigler

Abstract. New evidence is presented that Richard Price gave Thomas
Bayes’s famous essay a very different title from the commonly reported
one. It is argued that this implies Price almost surely and Bayes not
improbably embarked upon this work seeking a defensive tool to combat
David Hume on an issue in theology.

Key words and phrases: Thomas Bayes, Richard Price, Bayes’s theo-
rem, history.

Monday 23 December 2013 is the 250th anniver-
sary of the date Richard Price presented Thomas
Bayes’s famous paper at a meeting of the Royal So-
ciety of London. The paper was published in 1764 as
part of the 1763 volume of the Philosophical Trans-
actions of the Royal Society, with the block of print
shown in Figure 1 at its head. In December 1764
Richard Price read a follow-up paper with himself
as author (Figure 2); it was published in 1765 as
part of the volume for 1764. All modern readers have
taken these article heads as the titles of the papers;
the first as “An Essay toward solving a Problem in
the Doctrine of Chances;” the second as “A Demon-
stration of the Second Rule in the Essay toward the
Solution of a Problem in the Doctrine of Chances.”
But Richard Price (and perhaps Bayes as well) had
very different titles in mind.

At that time, it was the occasional practice of the
Royal Society to supply authors with offprints of
published papers, generally before the appearance of
the printed volume, based upon the same print block
used for the Transactions but with the pagination
beginning with the number 1 and the first page from
the journal version set to accommodate the different

Stephen M. Stigler is the Ernest DeWitt Burton
Distinguished Service Professor in the Department of
Statistics, University of Chicago, 5734 University
Avenue, Chicago, Illinois 60637, USA e-mail:
stigler@uchicago.edu.

This is an electronic reprint of the original article
published by the Institute of Mathematical Statistics in
Statistical Science, 2013, Vol. 28, No. 3, 283–288. This
reprint differs from the original in pagination and
typographic detail.

Fig. 1. The heading for Bayes (1764).

format. Presumably this was only done when the
author requested and at the author’s expense. The
offprints were supplied with a cover page. In Bayes’s
case the offprints produced in 1764 had a cover page
showing a dramatically different title:

A Method of Calculating the Exact Prob-
ability of All Conclusions founded on In-
duction.

The journal title was retained on page 3 of the
offprint, as a subtitle. A year later, in 1765, offprints
of the second paper were produced with the title:

1



2 S. M. STIGLER

Fig. 2. The heading for Price (1765).

A Supplement to the Essay on a Method
of Calculating the Exact Probability of
All Conclusions founded on Induction.

These are shown in Figures 3–5.
Where the commonly accepted title is almost com-

pletely uninformative, the offprint title is bold and
clear and promises even more than the paper de-
livers. This latter title surely originated from Price,
either as an afterthought or as a version omitted by
the Transactions editor as too long or too bold. The
offprint title clearly fixes the intention of the paper
as addressing the fundamental issue of induction,
and it lends support to the following story of how it
came to be written and published.

(1) In 1748 David Hume published his famous es-
say “Of Miracles” (Hume (1748)). The essay pre-
sented his probabilistic argument for dismissing re-
ligious miracles, such as the story of Christ’s res-
urrection. Hume argued that the great improbabil-
ity of the miracle (“a violation of the laws of na-
ture”) overwhelmed the probability (far less than
certainty) that the miracle was accurately reported.
Hume’s essay caused quite a stir; it was widely read
and much discussed and attacked.

(2) Thomas Bayes attempted to address Hume’s
argument, initiating a study of the application of
probability to induction in 1748 or 1749 with at
least some of the calculations that were to appear in
the eventual paper. The earliest surviving notes of
Bayes on probability contain these calculations and
have been dated to be prior to 31 December 1749
(Dale, 1986, 2003, page 429; Bellhouse (2004)). In

Fig. 3. The title page from the offprint of Bayes (1764).
Source: Watson (2013).

Fig. 4. Page 3 of the Bayes offprint, showing the journal
title as a subtitle. Source: Beinecke Rare Book and Manuscript
Library, Yale University.



Memoire on the Probability of the Causes of Events
PRINCIPLE: If an event can be produced by a number n of different
causes, the probabilities of these causes given the event are to each
other as the probabilities of the event given the causes, and the
probability of the existence of each of these is equal to the probability
of the event given that cause, divided by the sum of all the
probabilities of the event given each of these causes.
• Problem I: If an urn contains an infinity of black and white tickets in an unknown ratio, and we draw p + q

tickets from it, of which p are white and q are black, then we require the probability that when we draw a

new ticket from the urn, it will be white.

• Problem II: Two players A and B, whose respective skills are unknown, play some game, for example piquet,

where the first player to win a number n points receives a sum a deposited at the beginning of play. I

suppose that the two players are forced to abandon play with player A lacking f points and player B lacking

g points. In this situation, we ask how we should divide the sum a between the two players.

• Problem III: Determine the mean that one should take
among 3 given observations of the same phenomenon.



Mémoire sur la probabilité des causes par des
événements













Median







Laplace’s (First) Error Distribution



With m fixed, ‘MEDIAN OF POSTERIOR’ Estimator:

θ̂ = 0.37 if we fix m = 1/
√

8,
(so his error distribution has same variance as D.Bernoulli(r = 1).



My textbook in 1966 – Cramér 1946, 10th printing



Where to stand: 3 unequally spaced elevators

http://www.medicine.mcgill.ca/epidemiology/hanley/elevator.html

Visualizing the median as the minimum deviation location.

Hanley JA, Joseph, L, Platt RW, Chung MK, Bélisle P

The American Statistician 55(2): 150-152, May 2001.

http://www.medicine.mcgill.ca/epidemiology/hanley/elevator.html




1777-1855





1809: “Theory of the Motion of Heavenly Bodies
Moving about the Sun in Conic Sections”

The most probable value of a single unknown observed with
equal care several times under the same circumstances is the
arithmetic mean of the observations y1, y2, . . .

In this case ȳ maximizes L only when

φ(ε) =
h√
π

e−h2ε2
.

In the more general situation, this error distribution leads to the
method of least squares as providing values that maximize L.



Stigler: The History of Statistics (1986)



Various estimates of ’Centre’ of 3 discrepant observations
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Stigler didn’t say why it took so long, ...

• To move up from probability theory and gambling to
mathematical statistics, we had to wait for the infinitesimal
calculus (Newton, Leibnitz, 2nd half of 1600s).
• The Enlightenment helped: “Nullius in verba”, Latin for “on

the word of no one” or ”take nobody’s word for it”; sapere
aude Latin for “Dare to know”.
• Laws derived from principles: e.g., ways to come up with

error distributions.
• Surveying, astronomy, navigation, ...
• Estimands (parameters) before coming up with estimates
• It takes time to join dots. DeMoivre – Laplace – Gauss;

Legendre – Galton.



TODAY, STATISTICAL HISTORY IS ONLY A CLICK AWAY

NOT TOO YOUNG/OLD TO
START/CONTINUE TO CONNECT THE DOTS



The 7 pillars rephrased:
the usefulness of 7 basic statistical ideas

1. The value of data targeted reduction or compression of data

2. The diminishing value of an increased amount of data

3. How to put a probability measuring stick to what we do

4. How to use internal variation in the data to help in that

5. How asking questions from different perspectives can lead to
revealingly different answers

6. The essential role of the planning of observations

7. How all these ideas can be used in exploring and comparing competing
explanations in science



The revolutionary ideas pushed aside or overturned
firmly held mathematical or scientific beliefs

• Discarding the individuality of data values
• Downweighting new and equally valuable data
• Overcoming objections to any use of probability to measure uncertainty

outside of games of chance.
• How can the variability interior to our data measure the uncertainty

about the world that produced it?
• Galton’s multivariate analysis revealed to scientists that their reliance

upon rules of proportionality dating from Euclid did not apply to a
scientific world in which there was variation in the data – overthrowing
3000 years of mathematical tradition.

• Fisher’s designs were in direct contradiction to what experimental
scientists and logicians had believed for centuries; his methods for
comparing models were absolutely new to experimental and required a
change of generations for their acceptance.



Fine tools that require wise and well-trained hands for effective use

• These ideas are not part of Mathematics, nor are they part
of Computer Science.

• They are centrally of Statistics,

and I must now confess that while I began
by explicitly denying that my goal was to
explain what Statistics is, I may by the
end of the book have accomplished that goal
nonetheless.



Seven support pillars – the disciplinary foundation, not the whole edifice, of Statistics

• All seven have ancient origins, and the modern discipline
has constructed its many-faceted structure with great
ingenuity and with a constant supply of exciting new ideas
of splendid promise.

• But without taking away from that modern work, I hope to
articulate a unity at the core of Statistics both across time
and between areas of application.



1860s: Jevons versus critics of a Commodities Index
that discarded information to increase information
absurd to average data on pig iron and pepper.
Individual commodities: investigators with detailed with
historical knowledge were tempted to think they could “explain”
every movement, every fluctuation, with some story of why that
particular event had gone the way it did.
“Were a complete explanation of each fluctuation thus
necessary, not only would all inquiry into this subject be
hopeless, but the whole of the statistical and social sciences,
so far as they depend upon numerical facts, would have to be
abandoned.”
It was not that the stories told about the data were false; it was
that they (and the individual peculiarities in the separate
observations) had to be pushed into the background. If general
tendencies were to be revealed, the observations must be
taken as a set; they must be combined.



Combination of Observations - Multiparameter applications

• 1750 Mayer
• Boscovich 1755 (10 pairs of 2), 1757, 1760, 1770 (Least

sum of absolute errors)
• Laplace 1783 ((Least maximum error – très pénible))

1788 LaplaceSaturnData.pdf
1789 (formalize Boscovich) 1799 ((Least sum of weighted
absolute errors) )
• ???? Legendre
• Gauss



1788 - Saturn Data - Laplace



Ceres to MH370

MH370

http://www.deepseanews.com/2015/07/how-currents-pushed-debris-from-the-missing-malaysian-air-flight-across-the-indian-ocean-to-reunion/


In 428 BCE, how to settle on a single figure?

Thucydides:

• Height of the enemy’s wall (in no. of bricks) were counted
by many persons at once; and though some might miss the
right calculation, most would hit upon it, particularly as they
counted over and over again.

• The length required for the ladders was thus obtained.

The mode – the most frequently reported value.


