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Let  denote a multivariate population with mean vector ),( ΣµY µ  and covariance matrix . 
For two groups, we consider an heteroscedastic model constituted of  and  
where = )( ’ and , a diagonal matrix of vector  of  diagonal elements so that 

= λ (>0)  for  =1,…   and v = 1  for  i = +1, …,  ( k  ≤ ). This simple model 
allows, by linear transformations, to extend the results of discriminant analysis studies to a 
large variety of real world problems. To control the heteroscedasticity of the model, a 
parameter  is considered and defined, for two covariances matrices 
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1  and , as  

= (| |/| |), where  is the pooled covariance matrix of the model. In the case of 

the populations  and  or their linear transformations, we show analytically 
that the parameter  can be expressed as a function of  and λ. 

) )(2 V
Γ  is considered as a 

measure of heteroscedasticity of the discriminant model and some attractive properties of the 
function  are given. We discuss also about the choice of m  and  values for the 
sampling scheme related to Monte Carlo discriminant analysis studies. Since it is possible to 
compute  on data samples, the results of Monte Carlo studies related to discriminant 
analysis can be expressed as a function of the heteroscedasticity observed on the data 
samples.  
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