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It has been noted that model selection using penalized likelihood tends to select models
that are larger than the true model. Zhang (1992) studied penalized likelihood method (
maximize log-likelihood of a model minus λ times the dimension) for nested linear regression
and established that as the number of parameters increases the AIC (λ = 2) overestimates
the dimension of the model by 0.7117. In general, the dimension estimate will converge for
any fixed λ. In this talk we consider all subset model selection in linear regression. We will
show that in this case the average bias is at least linear in the number of possible parameters.
Moreover, in the case when the regressors are orthogonal we will express the bias explicitly
and propose an unbiased estimator of model dimension based on penalized likelihood.


