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In the past two decades a parametric multivariate regression modelling approach for analyz-
ing growth curve data has achieved prominence. The approach, which has several advantages
over classical analysis-of-variance and general multivariate approaches, consists of postulat-
ing, fitting, evaluating, and comparing parametric models for the data’s mean structure and
covariance structure. We provide an overview of the approach, using unified terminology
and notation. Well-established models and some developed more recently are described,
with emphasis given to those models that allow for nonstationarity and for measurement
times that differ across subjects and are unequally spaced. Graphical diagnostics that can
assist with model postulation and evaluation are discussed, as are more formal methods for
fitting and comparing models. Our recommendations are along the lines of first constructing
profile and covariance diagnostic plots (such as the OSM and PRISM, with a saturated mean
model). Second, and based on the examination of these plots, determine a set of plausible
covariance structures, being somewhat liberal in what is considered plausible. Fit these and
select the model(s) that fit(s) best on the basis of AIC, BIC and/or LRT (or their REML
analogues). Finally, test for a parsimonious mean model (e.g. linear, quadratic, or cubic)
if the profile plot suggests that it may be worthwhile. Three examples, two of them from
Biology (i.e., the cattle data and the race data) and one from Medicine (i.e., the speech
recognition data), serve to illustrate the methodology and to reveal the relative strengths
and weaknesses of the various parametric models.


