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OUTLINE

▶ Down Syndrome: what it is; epidemiology

▶ 1933 (Mother’s age? Father’s Age?) CHANCE 2025
▶ Penrose J Gen.,1933: Relative Effects of Parental Ages

- data, two analyses, no mention of input from Fisher
▶ Sudoku 2014-2023: Reconstructing 42 × 31 × 2 Table

– Initial surprises
– What does/does not vary across multiple solutions
– Sufficiency, various fits

▶ 1934 (Mother’s age? Birth Order?) Biometrika 2024
▶ Penrose Proc. R. Soc. Lond. B, 1934 results
▶ Penrose Ann. Eugen,1934 Fisher / cond’nl logistic regrn.
▶ Archives UCL/Adelaide Penrose-Fisher collaboration





Why we are telling these two stories ...

▶ Epidemiology/genetics/statistics/optimization/history

▶ Opportunity to reflect on

– 90 years of growth in statistical methods/computing

– what we have forgotten along the way

– sufficient statistics and data privacy/disclosure

– ‘let the analysis fit the design’

– ML fitting of a conditional logistic regression in 1934
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In studying the effects of parental age on certain
characteristics in inbred stocks of guinea-pigs,

Wright*
was able to demonstrate that the age of the dam [mother]
was an essential factor in the production of polydactyly
[extra fingers].

▶ The correlation of age of dam and proportion of
polydactylous offspring was -0.370 ± 0.018.

▶ the use of the technique of partial correlation
enabled him to show that the effect of the age of the
::::
sire [father] was negligible, after eliminating the effect
of the age of the

:::::
dam [mother].

*Wright, S. Effect of age of parents upon characteristics of the Guinea-pig. 1926

BACK THEN, the use of a (Pearson) CORRELATION
between a binary (0/1) Y and a quantitative X was
COMMON.
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Material

The present writer has attempted a similar treatment of
150 families of the human species containing Down’s
syndrome among the children.

Every family included was visited personally and, among
other things, the ages of the parents at the birth of each
child was carefully recorded: miscarriages and all
individuals in whom a diagnosis of normality or Down’s
syndrome could not be made with certainty were
excluded.

No obvious disparity was observed between the ages of the parental pairs, which were distributed in a manner
resembling that found by pooling all married couples in the general population.
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5
Summary of data

150 Families
N = Normal; D = Down’s

Maternal Age (q)
17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 N D

17 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
18 . 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 .
19 . . 1 . . . . . . . . . . 1 . . . . . . . . . . . . . . . . . 2 .
20 . . 2 . . 1 . . . . . . . . . . . . . . . . . . . . . . . . . 2 1
21 . . 1 2 2 . . . . 1 . . . . . . . . . . . . . . . . . . . . . 6 .
22 . . . 1 4 3 . 1 . . . . . . . . 1 . . . . . . . . . . . . . . 8 2
23 . . 2 1 1 2 3 1 . . . . . . . . . . . . . . . . . . . . . . . 8 2
24 . . . . 2 3 4 5 2 1 . . 1 . . . . . . . . . . . . . . . . . . 16 2
25 . . . 1 2 . 4 6 7 4 4 . 2 . . . . . . . . . . . . . . . . . . 27 3
26 . . . 3 2 2 3 2 3 5 1 3 . . 1 . . . . . . . . . . . . . . . . 24 1
27 . . . . . 1 3 3 2 5 7 1 1 1 2 . . . . . . . . . . . . . . . . 23 3
28 . . . . . 1 3 5 . 4 8 2 3 4 . 4 . . . . . . . . . . . . . . . 28 6
29 1 . . . . . 2 1 3 1 3 3 6 2 1 2 1 . . . . . . 1 . . . . . . . 25 2
30 . 1 . . . . . 2 3 4 2 5 4 5 1 1 1 2 1 . . . . . 1 . . . . . . 31 2
31 . . 1 . 1 . 1 . 4 3 4 3 3 6 7 3 4 1 2 . . . . . . . . . . . . 39 4
32 . . . 1 . . . 1 . 1 1 2 1 5 4 6 2 2 1 . . . 1 . . . . . . . . 26 2
33 . . . . 1 . 1 1 . . 2 3 5 4 3 1 5 1 1 2 . 1 . . . . . . . . . 28 3
34 . . . . 1 . . . . 1 . . . 5 . 5 8 5 2 1 1 2 . . 1 . . . . . . 30 2
35 . . . . . . . . . 1 . . 1 1 3 3 4 6 10 4 3 3 1 . . . . . . . . 33 7
36 . . . . . . 1 2 . . 2 . . . 6 2 3 3 4 5 1 3 . 2 . . . . . . . 32 2
37 . . . . . . . 1 . . . . 1 . 1 2 6 2 5 2 9 2 2 1 1 1 . . . . . 27 9
38 . . . . . . . . 1 1 . . 2 . . 1 2 2 2 4 5 4 1 2 2 . . . . . . 21 8
39 . . . . . . . 1 . 2 1 . . . 1 . 2 4 6 2 2 2 7 1 . 1 1 . . . . 25 8
40 . . . . . . . . . . . 1 . . 1 1 . 1 3 1 . 2 3 4 3 2 1 1 . . . 17 7
41 . . . . . . . . . . . . . . 1 1 . . 1 2 . . 3 4 4 1 1 . . . . 10 8
42 . . . . . . . . . . . . 1 1 . . . 2 . . 2 6 2 3 3 2 . 1 . 1 . 9 15
43 . . . . . . . . . . . 1 . . . . . . 1 . 1 3 1 3 3 4 3 2 . . . 11 11
44 . . . . . . . . . . . . . . 1 . . . 1 . 1 2 3 5 1 3 1 2 . . . 11 9
45 . . . . . . . . . . . . . 1 . 2 1 . 1 1 2 . 1 1 1 . 3 3 3 2 . 15 7
46 . . . . . . . . . . . . . . 1 . . . . . . . . . 1 1 1 2 1 1 . 4 4
47 . . . . . . . . . . . . . . . . . 2 2 . . . . . 1 5 . . 2 1 . 7 6
48 . . . . . . . . . . . . . . . . 1 . 1 1 . . 2 1 1 1 1 . . 2 1 6 6
49 . . . . . . . . . . . . . . . . . . . . 1 . . . . . . 1 1 . 2 4 1
50 . . . . . . . . . . . . . . . . . . . . 2 . . . . 1 1 . . . . 4 .
51 . . . . . . . . . . . . . . . . . . . . . 1 1 . 1 1 . . . 1 . 3 2
52 . . . . . . . . . . . . . . . . . . . . . . 2 . . . . . 1 1 . 2 2
53 . . . . . . . . . . . . . . . . . 1 . . . 1 1 . . . . . . . . 1 2
54 . . . . . . . . . . . . . . . . . . . . . . . . 1 1 . . 2 . . 3 1
55 . . . . . . . . . . . . . . . . . . . 1 . . . . . . . . . . 1 1 1
56 . . . . . . . . . . . . . . . . . . . . . . . . . 1 1 . . . . 1 1
57 . . . . . . . . . . . . . . . . . . . . . 1 . . . . . . . . . 1 .
58 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 . . . 2
59 . . . . . . . . . . . . . . . . . . . . . . . 1 . . . . . . . 1 .

N 1 2 5 8 13 11 22 31 25 31 31 22 30 36 32 32 35 27 35 21 21 22 21 16 10 9 6 5 8 4 3 573
D . . 2 1 3 2 3 1 . 3 4 2 1 . 2 2 6 7 9 5 9 11 10 13 15 16 8 7 4 5 1 154
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Correlations obtained from data summarised in Table I:

D = Indicator (0/1) of Down’s syndrome

r(D, Father’sAge) r(D, Mother’sAge)
+0.294 ± 0.034 +0.362 ± 0.032

r(Father’sAge,Mother’sAge)
+0.829 ± 0.012

PARTIAL Correlations (rp)

rp(D, Father’sAge) rp(D, Mother’sAge)
eliminating Mother’s Age eliminating Father’s Age

-0.011 ± 0.04 +0.221 ± 0.04
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“The partial correlation technique
is open to certain objections"

“ ... partly on account of the hypothetical nature of the
[0/1] variable Down’s syndrome - Normal.

It is not, however, necessary to use this technique to
demonstrate the various points,

and the following method is at once clearer and more
precise.”
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Observed (& ‘expected’) mean parental ages
of Down’s vs Normal children

Father | Mother
Obs. Exp. | Obs. Exp.

Down’s 39.383 39.471 | 37.253 35.712
Normal 33.830 33.803 | 31.249 31.680

Difference 5.553 5.668 | 6.004 4.032
-0.115 +1.972
(SE 0.392) (SE 0.341)

.............................................. ̂AgeOfFather ⇐ 4.304 + 0.944 × AgeOfMother

.............................................. 7.120 + 0.726 × AgeOfFather ⇒ ̂AgeOfMother

"There can be little doubt, judging from these results, which confirm
those obtained by the partial correlation technique, that the father’s
age is an insignificant factor in the aetiology of Down’s syndrome, the
emphasis being entirely on the age of the mother."
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Regression-type models for ‘imaginary’ response variates: 1933-
[ * Fisher’s derogatory term for BINARY variates used in a Pearson correlation ]

1936 Fisher The Use of Multiple Measurements in Taxonomic Problems. (LDA) Ann. Eugenics.

1952 Duncan, Rhodes Multiple [Probit] Regression with a Quantal Response (Meeting Abstract)

1955 Berkson Max. likelihood and min. χ2 estimates of the logistic function (JASA)

1958 Cox The regression analysis of binary sequences (JRSS-B)

1962 Cornfield Joint dependence of risk of CHD on ... : a discriminant function analysis (Fed. Proc)

1966 Cox Some procedures connected with the logistic qualitative response curve. (Essays)

1967 Cornfield, Kannel Multivariate Analysis of Risk of Coronary Heart Disease in Framingham (JChronicDis)

1967 Walker, Duncan Estimation of Probability of an Event as Function of Several Independent Variables (B’ka)

1972 Nelder, Wedderburn Generalized Linear Models (JRSS-A)

1973 McFadden Conditional logit analysis of qualitative choice behavior (Book Chapter, Economics)
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Wed 2014-12-31 2:37 PM

Dear Dr Hanley,

Thank you for your interesting message.

[... does not have raw material; hints at where I might look for it ]

I have also written a paper commenting on this work of my father’s. When I wrote it∗ I
was not aware of my father’s correspondence with R A Fisher, and my paper may have
other flaws as well — it was not refereed. It was published as
A beautiful method of analysis in "Fifty years of human genetics: A Festschrift and liber
amicorum to celebrate the life and work of George Robert Fraser", ∗2007.

Your "sudoku" problem appears to have multiple solutions in general. For example,
suppose the matrix were

N D then the 6 solutions are

5 5 5 5 5,0 0,5 4,1 1,4 . . . 0,5 5,0
5 5 5 5 0,5 5,0 1,4 4,1 . . . 5,0 0,5

N 5 5
D 5 5

With best wishes for the new year

Oliver Penrose

https://jhanley.biostat.mcgill.ca/StatisticalSudoku/OliverPenroseOnFathersWork.pdf
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BSc (Mathematics/Statistics) 1968 
MSc (Mathematics/Statistics) 1969





SUDOKU !

For each of the 325 cells,
shown are the number of children

unaffected affected
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JH’s first analyses of 3-D datasets

▶ Linear Discriminant Analysis

▶ Logistic regression

▶ And the surprises he got!
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Logistic regression

glm(formula = Downs ~ ... , family = binomial)

Coefficients:
Estimate Std.Error z.value Pr(>|z|)

(Intercept) -4.796 0.489 -9.80 < 2e-16 ***
FathersAge 0.095 0.012 7.51 5.62e-14 ***

(Intercept) -6.526 0.610 -10.69 <2e-16 ***
MothersAge 0.151 0.016 9.04 <2e-16 ***

(Intercept) -6.491 0.614 -10.57 < 2e-16 ***
MothersAge 0.162 0.027 5.94 2.8e-09 ***
FathersAge -0.011 0.022 -0.51 0.604

Same fit no matter the solution !
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The takeaway

▶ All feasible solutions give the same statistics that
Penrose reports in his paper.

▶ i.e., these statistics are independent of what
Penrose’s 3-D dataset might have been.

▶ The three 2-D marginal tables that Penrose published
were sufficient to derive his statistics.

▶ Recall Fisher on sufficiency and what use can be
made of the remainder of the data.

▶ The ‘Goodness of Fit’ statistics DO vary from solution
to solution; Penrose did not supply any G.o.F
measure for his dataset. See webpage for SR’s
explorations of 11 solution sets.
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What summary statistics are needed to fit a
logistic regression?

Example with 2 predictors, x (age of mother) and z (age of father)

P[D = 1] =
eq1(x)+q2(z)

1 + eq1(x)+q2(z)
, P[D = 0] =

1
1 + eq1(x)+q2(z)

.

L
({

dijk , xi , zj
})

=
∏
i,j,k

(
eq1(xi )+q2(zj)

1 + eq1(xi )+q2(zj)

)dijk
(

1

1 + eq1(xi )+q2(zj)

)1−dijk

.

logL =
∑
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k

dijk q1 (xi ) +
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k

dijk q2
(
zj
)
−
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k

ln
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1 + eq1(xi )+q2(zj)
)]

=
∑
i,j

[
dij•q1 (xi ) + dij•q2

(
zj
)
− fij

∑
k

ln
(

1 + eq1(xi )+q2(zj)
)]

where fij is the total number of observations in the (i, j)-th cell, and
q1 and q2 are unknown functions of x and z.
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=
∑

i

di••q1 (xi)︸ ︷︷ ︸+
∑

j

d•j•q2 (yj)︸ ︷︷ ︸
−
∑
i,j

fij
∑

k

ln
(

1 + eq1(xi )+q2(yj)
)
.

▶ For the Penrose data set, we have the marginals di••, d•j• and fij
are the sum of Downs and non-Downs.

▶ Therefore the log likelihood remains invariant over all possible
distributions of Downs as long as the marginals and the
distribution of sums remain the same.

▶ Therefore maximum likelihood estimates for usual logistic
regression or even spline logistic regression will be unique and
independent of the actual distribution of Downs.

▶ However, the fit of each solution to the estimated likelihood will
differ. From a model based approach we can consider the
distribution of Downs that gives the best fit to a given model.

In simplest case, where q1(a) = β1a and q2(a) = β2a, the 3 sufficient statistics for {β0, β1, β2} are the number

of cases: 154 ; the sum of the ages of their 154 mothers: 5736 years ; and their 154 fathers 6065 years .
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“Proc. Roy. Soc. paper has 2 methods of analysis.. ”

▶ Wright’s method of partial correlation
– but it cannot easily handle families of varying sizes,
and the mode of their selection.

▶ These complications are avoided by using the
second method, suggested by Prof R. A. Fisher.

PURPOSE: describe Fisher’s method in detail.



https://jhanley.biostat.mcgill.ca/Penrose/
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His Oscar Predictions �http://iainpardoe.com/oscars/

Reference to (Nobel Laureate) McFadden, D. (1974) Conditional logit analysis of qualitative choice behavior.

———–———–

e.g.

http://iainpardoe.com/oscars/




Why not regular (unconditional) logistic regression?

▶ Data are organized by competition & year (‘set’)

▶ There’s a winner in each competition [ indep. Bernoulli r.v.s ]

▶ Some elements of profile did not exist in earlier years



Why not regular (unconditional) logistic regression?

▶ Data are organized by competition & year (‘set’)

▶ There’s a winner in each competition [ indep. Bernoulli r.v.s ]

▶ Some elements of profile did not exist in earlier years



Why not regular (unconditional) logistic regression?

▶ Data are organized by competition & year (‘set’)

▶ There’s a winner in each competition [ indep. Bernoulli r.v.s ]

▶ Some elements of profile did not exist in earlier years



Why not regular (unconditional) logistic regression?

▶ Data are organized by competition & year (‘set’)

▶ There’s a winner in each competition [ indep. Bernoulli r.v.s ]

▶ Some elements of profile did not exist in earlier years



Data, (relative & scaled-to-sum-to-1, modelled) Win Probabilities, LogLikelihood Contributions

Profile Rel. Prob Prob. Win Winner? LogLik
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ω 1
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2024 Nominee2 ✓ ✓ ✓ ✓ etc etc 1 logP2
2024 Nominee3 ✓ ✓ ✓ ✓ 0 -

etc

1938 Nominee1 ✓ ✓ ✓ 0 -
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1938 Nominee3 ✓ ✓ ✓ 1 logP3
1938 Nominee4 ✓ ✓ ✓ 0 -
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Predictions for 2026: compute eX β̂ for each 2026 nominee, and rescale to P ’s
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Now it seems to me that your family data are much too
important for you to be satisfied with an unconvincing
statistical analysis.

I mean, that no one reading your paper critically will feel
sure that a more exact treatment would not have yielded a
different result.

I may add that I entirely expect your actual conclusions to
be the right ones, but that is no sufficient reason why they
should not be adequately established.





Revised Manuscript

“To avoid these sources of ambiguity the data have been subjected to
analysis by an entirely different method which was suggested by
Professor R. A. Fisher. By use of this new process we are able, after
a single complex reconstruction, [JH 2024: conditional logistic model]

to compare the observed number of Down’s syndrome cases in
any given birth rank with the number which is to be expected on
the hypothesis that the probability of a Down’s syndrome child
depends upon maternal age (in some manner unknown prior to
the data) but not, given age, upon birth rank."

i.e., they didn’t fit a model with both age and
birth order; they fitted one based just on age,
and then (effectively) grouped the predictions
by birth order.
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Their fitting of their age-only model, where they
categorized age as 7 age-bins, each 5 years wide. So
their model had 6 free age-effect parameters.



JH Biometrika 2024
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LINK

https://www.youtube.com/watch?v=IEwhkNZC8lg






WRAP-UP



Several messages

▶ Despite its imperfections, broad findings of 1933 & 1934 studies have held up.

▶ Nowadays, mother’s-age ‘curve’ = mix of flat line (indep. of age) + a curve.

▶ 1933 paper: sufficient statistics = less (human) computational labour.
▶ sufficient statistics [+ exponential families] = more data privacy.
▶ But need higher-dimensional data to check model fits!

▶ 1934 paper: re-fitting ‘no-name’ model from 1st principles gives many insights.

▶ 2 types of statistical models:
▶ mathematical, to be fitted and evaluated (and thought-hard-about)
▶ human, to be studied and emulated (the book title is taken! but . . . )

▶ Statistical ‘Archaeology’ can be fun – and instructive and inspiring!

https://www.amazon.ca/Statistical-Model-Mostellers-Contributions-Statistics/dp/1461279925
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Thanks to:

▶ ChatGPT [Referee’s Report on the Revised Ms.]

▶ Penrose (UCL) & Fisher (U Adelaide) Online Archives

▶ Supratik; Serendipity; lpSolve (Sam Buttrey)

▶ Andrea Benedetti and her bios624 class, Fall 2014

▶ All of my colleagues since 1973

▶ My (trained-at-Rothamsted under Frank Yates) University
College Cork statistics professor Tadgh Carey who said to our
small (1966-1969) class

“You are still too young but ‘one day’ I will let you see the
statistics journals where Fisher and Pearson were so nasty
to each other.”

https://cardcolm.org/Atlas.html#CareyTadhg
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