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THE EVOLVING CASE-CONTROL STUDY* 

1. INTRODUCTION 

MY ASSIGNMENT is to point out limitations in our understanding of the case-control 
study and to suggest areas where new knowledge should improve the technique. I 
address this task as a practicing cancer epidemiologist. If some of the problems I describe 
seem esoteric, it is due to only a thin veneer. In fact, these are real problems which 
hinder me every day as I try to do, and try to teach others to do, case-control studies. 

During the 1950’s many fine case-control studies were done, and we can learn from 
them as examples of the technique. And during the same decade there emerged, I believe 
for the first time, a series of studies of the technique per se. I began by reviewing 
these basic papers written in the 1950’s by Jerome Cornfield, Harold Dorn, Nathan 
Mantel and William Haenszel [l-5]. The decades which have passed since these works 
first appeared provides great perspective. To be sure, one now sees more clearly some 
limitations in these writings. That is because the same researchers, among others, have 
reduced them. But, overwhelmingly, the study of these papers shows that epidemiologists 
who have done case-control studies during the past 20yr could have stood on the 
shoulders of giants. (And, lest we epidemiologists lose sight of one major root of our 
science, we should remember that all of these men are, or were, statisticians.) These 
four writers had such an appreciation of problems and such clarity of thought that 
we still rely to a great extent on their work for our understanding of the case-control 
method. Indeed, most present-day criticisms of the case-control study are countered 
by their 20 yr-old writings. 

Let us begin with two definitions of epidemiology. In the 1930’s Gaylord Anderson 
defined epidemiology as “the science of disease occurrence” [6]. I have expanded this 
definition into the following: epidemiology is the science dealing with the environmental 
causes of diseases of humans as inferred from observations of human beings. As a 
practical point one should emphasize that at present most epidemiology is non-experi- 
mental. It is this feature, the use of non-experimental methods, which causes many 
of the difficulties in our work. (Parenthetically, this feature also relates to the great 
strength of epidemiology, namely, its relevance to the problems of man. Epidemiology 
is the study of the diseases of man in man and it is an ethical corollary of this which 
usually precludes experimentation.) 

The restrictions imppsed on epidemiologic research by its non-experimental nature 
are most burdensome in case-control studies. By a case-control study I mean an investi- 
gation of the exposure frequencies of at least two groups of subjects selected on the 
basis of their status with respect to a particular disease entity. Nearly every word would 
require elaboration before this description would be acceptable to more than a small 
minority of epidemiologists. I shall not dwell on this as several of the larger issues 
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implied by the description form the substance of this paper. However. I implied a 
polytomous classification as far as health is concerned. rather than the usual dichotomy 
of diseased and non-diseased, that is. of cases and controls. because for some disease 
entities (atherosclerosis. hypertension, mental illness) it may be useful or necessary to 
include a group intermediate to the clearly ill and the clearly healthy, if not in the 
data gathering, then in the analysis. Nonetheless, most discussions of case-control studies 
are facilitated if limited to the usual two groups and I will so restrict myself. 

II. CURRENT STATUS 

Probably the first true case-control study of the modern type was reported in 1926 
by Lane-Claypon; it was an investigation of the role of reproductive experiences in 
the etiology of breast cancer [7]. By ‘true’, I mean that observations were made on 
a defined control group. as individuals. and that these observations were at least approxi- 
mately equal in quantity and quality to those made on the cases. By ‘modern’, I mean 
that the study showed the special suitability of the case-control method for a difficult 
problem, namely. the long induction period of the chronic diseases. [There is. of course, 
another valuable approach to overcoming a long induction period, the non-concurrent 
follow-up study (also known as the retrospective cohort study and by other names). 
But such studies require the good luck of locating old. but pertinent. information.] 

The case-control study is valuable because it permits us to see back through time. 
from effects back to causes. True. this is not the sequence of logic which we use in 
experimental research, nor in follow-up studies whether concurrent or non-concurrent. 
Nonetheless, we need not apologize for the case-control study as it is not backward. 
unnatural, or inherently flawed. Indeed, in everyday human affairs cause-effect relation- 
ships are frequently viewed in the reverse of their temporal sequence, but we have 
no difficulty in understanding them. However. everyday affairs usually have causal paths 
that are short. simple and strong. When a causal path spans decades our ordinary 
perceptions mav not suffice. This is all the more so if the path is made fainter yet 
because the cause-effect relationship is weak, as is usual in chronic diseases. So we 
do need a special method of observation to see back through time. That special method 
is the case-control study. I do not contend that the case-control study is a flawless 
time machine. It has shortcomings. some of which we understand poorly. We can only 
try to perceive these and to rectify them while taking advantage of this unique research 
tool. 

In addition to its general advantage. of seeing back through time, there are several 
more specific reasons for the popularity of !he case-control study. There is the empiric 
observation that it works. This was exemplified by the earliest case-control studies of 
cigarette smoking and lung cancer in the 1950’s [S. 93. At about the same time Cornfield 
showed how to transform the relative exposure frequencies acquired in a case-control 
study into a parameter of far greater interest to public health workers. the relative 
incidence (also known as the odds ratio, relative risk and by other names) [l]. Later. 
the synthesis of Mantel and Haenszel clarified the objectives of case-control studies. 
systematized the issues to be confronted and also described two of the techniques now 
most widely used in the analysis of case-control studies [4]. It is encouraging that 
a review of the frequency of citations of papers which have appeared in the Journal 
of the National Cancer Institute showed the Mantel-Haenszel paper to be in sixth place, 
one of only two epidemiologic papers in the Hurst 50 [lo]. Moreover, its use is increasing 
rather than waning like that of most of the other ‘top 50’. This suggests that we will 
see not only more, but better, case-control studies. 

I decided to try to quantify the widely-held, but subjective. impression of the growing 
popularity of the case-control study. I enumerated the several different types of articles 
appearing in four medical journals in two 2-yr time periods. The time periods are 
1956-1957 and 1976-1977. The journals are The Lancer, The New England Journal 
of Medicine (NEJM). the American Journal of Epidemiology and the Journal of Chronic 
Diseases. For the two general journals all original articles were classified as reporting 
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a case-control study, a case series. any other epidemiologic study (usually a prevalence 
survey or incidence survey. rarely a follow-up study) or not an epidemiologic study. 
For the two specialty journals all articles were classified only as a case-control study 
or not. It was considered that: (1) an article is a report of an epidemiologic study 
if it is based on observations made to elucidate the causes of a disease of unknown 
but presumably environmental etiology. (2) an article is a report of a case-control study 
if it meets the preceding criteria and if it is based on individual persons as the unit 
of observations and these persons are deemed to be ill or not ill with a specified disease, 
(3) a case series is an aborted case-control study; there is no control group but there 
may be some basis for suggesting that cases have an unusual (usually high) frequency 
of exposure to some presumptive cause of the -disease. 

Results for two of the journals are shown in Fig. 1. Although The Lancet reduced 
the number of original articles published from 420 to 325/yr over this 20-yr span, the 
number of epidemiologic papers of all types increased nearly 2.5-fold, from 38 to 98. 
The number of case-control reports increased seven-fold, from 7 to 48. and the percent- 
age of case-control reports increased nine-fold, from 0.8 to 7.4”,,. The percentage of 
‘other’ epidemiologic reports increased about two-fold from 2.1 to 4.67:. Unlike The 
Lancet the NEJM published almost as many articles per year in the mid 1970’s (195) 
as it had in the mid-1950’s (209). The number of epidemiology papers in the NEJM 
increased both for case-control studies (from 0.7 to 3.37;) and for ‘other’ epidemiologic 
studies (from 1.2 to 5.9?;). One peculiarity of the NEJM data is that there were only 
three case-control studies reported in 1977 compared to 10 in 1976. For the American 
Journal of Epidemioldgy: in 19561957. 119 articles were published and none was a 
case-control study. In 1976-1977. 201 articles were published (excluding two special 
issues) including 17 (8.5”;) reports of case-control studies. For the Journal of Chronic 
Diseases: in 19561957. 179 articles were published including one (0.67,) case-control 
study. In 1976-1977, 124 articles were published of which two (1.67;) were case-control 
studies. 

In summary, both general medical journais now publish more epidemiologic studies. 
The Lancet has a propensity to publish case-control studies. the NEJM has not. It 
seems the British are determined to hold the lead they have always had over Americans 
in epidemiology: once again they are showin g us what we will be doing in the future. 
In any event. it is clear that the number of case-control studies published in these journals 
has increased four- to seven-fold over the 20-yr period. With respect to the specialty 
journals. the data for the American Journal of Epidemiology support the concept of 
an increase in case-control studies both in terms of numbers and percentage of such 
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papers published but the Journal of Chronic Diseases does not. Thus, three of the four 
journals show that case-control studies are rising in frequency. The category ‘other 
epidemiologic studies’ used in this survey was very broad and included studies of all 
types, even descriptive reports. Thus, case-control studies are the predominant type 
of epidemiologic research and a major type of medical research: it is important that 
every effort be made to refine them. 

111. STRENGTHS AND LIMITATIONS 

It may be useful before suggesting improvements for case-control studies, to review 
their strengths and limitations as now perceived. 

A major advantage claimed is that case-control studies can be done rapidly and 
inexpensively. This is not always true. Some case-control studies go on for several years 
and may cost several hundred thousand dollars. Moreover, non-concurrent follow-up 
studies are not very different from case-control studies in terms of cost and duration. 
It is true, then, to say that case-control studies are quick and inexpensive only in com- 
parison with concurrent follow-up studies. 

A second advantage suggested is that case-control studies are uniquely suited to the 
study of rare diseases: the rarer the disease the greater the relative advantage of the 
case-control approach. This is so, but a disease which is rare in a general population 
may not be rare in a special exposure group. In that circumstance the non-concurrent 
follow-up study again deserves consideration. 

A third advantage is that a case-control study allows the evaluation of several different 
etiologic factors both as independent and interacting causes. This usually can not be 
done nearly as well in follow-up studies. whether concurrent or non-concurrent, and 
is a great strength of case-control studies. 

Turning to limitations, it is often stated that case-control studies are not suitable 
for the study of rare exposures. However, if it is suspected that a rare exposure is 
a cause of a high proportion of a particular disease. then a case-control study is suitable. 
The case-control study of vaginal cancer in young women illustrates this as it clearly 
incriminated in utero exposure to diethylstilbestrol, a rather uncommon exposure [I I]. 

A second limitation is that case-control studies allow estimation of relative rates 
but not of absolute rates. Again. qualification is needed. Numerous case-control studies 
have included incidence or prevalence surveys and have provided risk factor-specific 
absolute rates. Further, even when a survey is not included it may be possible to estimate 
the absolute rate of disease in the population studied and to infer the risk factor-specific 
absolute rates. This was done, e.g., in a study of oral contraceptives and thromboembolic 
and gall bladder disease conducted by the Boston Collaborative Drug Surveillance Pro- 
gram [12]. 

A third limitation of case-control studies is that they are highly susceptible to bias. 
This is true, and bias. especially selection bias, is probably the most serious potential 
problem in case-control studies. It is discussed at length below. Somewhat in compensa- 
tion, the larger number of pertinent observations in a case-control than in a follow-up 
study makes the former less likely to be in error by chance. 

IV. LESSER PROBLEMS 

I now turn to areas where I believe improvements can be made to the betterment 
of the case-control study. First, some ‘lesser problems’; those which are partially solved 
or where the need is more for refinement and promulgation of knowledge than for 
new knowledge. 

Terminology 

A first ‘lesser problem’ is the jungle of terminology in which we live. The epidemiology 
of chronic diseases is a new, vigorous science with its roots in many other sciences. 
Neologisms, inexactitudes, redundancies and superfluities of terminology are all to be 
expected and all exist. For example. the case-control study has at least three aliases: 
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a trohoc study. a case-referent study and a retrospective study, and the last of these 
names is in common use. But, I see no need to depart from the term ‘case-control’ 
which was advocated in the early 1960’s by Sartwell [13]. While not an overwhelming 
problem, our lack of a uniform terminology causes misunderstandings and makes the 
student’s life difficult where it need not be. As the Lilienfelds have suggested, a glossary 
of epidemiologic terms should be developed [143. And, this task should not be taken 
lightly. for to do a poor job might be worse than to do nothing. 

Qwntitative methods 

As a second ‘lesser problem’ consider proposed needs for new quantitative methods 
for the analysis of case-control studies. I would suggest that in this area we have passed 
the point of diminishing returns. Techniques available both for multi-variate analyses 
and for stratified analysis are effective for describing association, for evaluating interac- 
tion and for evaluating and controlling confounding. What is needed is a major increase 
in the understanding application and teaching of the tools we already have. To these 
ends, Day and Breslow will soon publish a monograph providing a comprehensive 
approach to the analysis of case-control studies based on the multiple logistic model. 
And Rothman and Boice will publish a book illustrating the use of a programmable 
desk-top calculator for most analyses useful to an epidemiologist. 

Description of results 

As a third problem consider the way in which the results of a case-control study 
are described. Mantel and Haenszel wrote “a primary goal is to reach the same conclu- 
sion in a (case-control) study as would have been obtained from a (concurrent follow-up) 
study” [4]. This could be improved by stating that the goal of a case-control study 
is to reach the correct conclusion. There is no need to invoke the results of a follow-up 
study, or of an experiment for that matter, as a benchmark. Nonetheless, the implied 
comparison of case-control study results with those from a follow-up study is useful. 
It focusses attention on the need to describe findings in terms which have biologic 
meaning. The provision only of exposure frequencies and related p-values is an inade- 
quate, though still commonplace, endpoint for a case-control study. Full epidemiologic 
analysis assesses bias, confounding, causation and chance. Of these, chance is least im- 
portant but still receives most attention. This has a historical basis but fortunately 
is now changing. The assessment of chance is receiving less attention and the extremely 
limited utility of the p-value for describing data is gradually coming to be recognized. 
How often must we remind ourselves that no p-value, however large, means that chance 
is an explanation of results? Similarly. no p-value, however small, excludes chance. Large 
p-value or small, the investigator is obliged to assess the extent to which confounding, 
bias and causality may explain his results. Specific objections to the p-value are these: 
(1) its use and the accompanying language often imply, erroneously, that causation 
can be established or refuted. Thus, one speaks of ‘rejecting’ or ‘accepting’ a hypothesis 
when a hypothesis can only have its credibility favorably or unfavorably modified; 
(2) the p-value is not informative as to the probable role of chance in a study with 
a negative. i.e. null, result. Indeed, there is little meaning that can be attached to a 
p-value related to a negative, or nearly negative result; (3) the p-value suppresses infor- 
mation because it is too complex a measure. It simultaneously reflects both a study’s 
size and the observed strength of association and so does neither very well; (4) it is 
too readily misinterpreted. One still frequently sees non-statistically significant positive 
studies described as negative even by the investigator himself. And, this is a common 
error in review articles. 

But. over-riding the objections to the p-value is a positive item which gives it the 
coup de y&e: there is a very superior alternative available. This is the confidence 
interval around the point estimate of effect. There used to be one reasonable objection 
to confidence limits. namely that they are tedious to compute in some situations encoun- 
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tered in case-control studies. But this is no longer true thanks to Miettinen’s test-based 
procedure for estimating the limits [ 151. 

In a related vein, I make two suggestions for improving the presentation of results 
of case-control studies. First. if p is used. provide a point estimate rather than describe 
it as ‘less than 0.05’. This is inherently more informative and will also permit the reader 
who wishes to do so to ‘back-calculate’ the value of the significance test and then 
to estimate confidence limits. Second, whether p-values or confidence limits, or both. 
are used, consider using the one-tailed, instead of the two-tailed, statistic. In many 
epidemiologic studies the one-tailed statistic seems appropriate for there is usually inter- 
est in hypotheses which, before the study was done, were highly credible or related 
to a uni-directional alternative to the null state. 

Intrrpretution 

The final two ‘lesser problems’ are in the area of interpretation. The case-control 
study is still accused of being uniquely deficient when it comes to establishing causality. 
It is often implied, sometimes made explicit, that other kinds of studies, especially experi- 
ments, can establish causality but that case-control studies can not. For example, “the 
trouble with (a case-control study) is that it can never prove cause: it can show only 
an association.. . ‘* [ 161. True enough. but what kind of study can do more’? The quo- 
tation implies that there are logical flaws or insuperable practical limitations in case-con- 
trol studies which preclude a causal inference; it also implies that other studies can 
establish causation. Both implications are wrong. as an individual human being’s evalu- 
ation of whether or not an association is causal is a complex judgmental affair in 
which the results of a good study, of whatever type. count heavily. 

The second problem in interpretation returns us to the question of ‘accepting’ or 
‘rejecting’ the null hypothesis. The null hypothesis serves a crucial role in statistics 
in providing the conceptual underpinnings for the development of significance tests 
and related procedures. It is important in epidemiology too. But there. its use should 
be confined to the evaluation of chance effects in producing results. Scientists, including 
epidemiologists, do not need the null hypothesis when it comes to interpreting results. 
This is because, as scientists. our purpose is only to describe nature. We have no need 
to accept or reject any hypothesis. The need to make such ‘decisions’ in order to plan 
a course of action falls to legislators, to regulators and to other policy makers. Scientists 
must assist in this but the decision-making process. which I do not denigrate. should 
be kept distinct from the process of generating the scientific bases for decision making. 
When a scientist does participate in decision-making it should be as a consultant on 
objective matters, not as a collaborator on subjective ones. 

V. GREATER PROBLEMS 

Cusr dejnition 

Once a problem has been defined and a case-control study decided upon, attention 
usually moves to designating the cases. Considerable thought is given to practical 
matters relating to the criteria for a ‘case’ and to sources of such people. But what 
is the goal in attempting to define ‘caseness’? I suggest that the goal should be to 
define a group of individuals who have a disease which is, insofar as possible, a homo- 
geneous etiologic entity. Obviously it will be easier to perceive one causal web at a 
time rather than several. This is true whether the webs consist of one or more necessary 
factors. For example. it would be futile to study the epidemiology of ‘cancer of the 
uterus’. But, if a distinction is made between adenocarcinoma of the uterine corpus 
and squamous cell carcinoma of the cervix and if research is directed to one or the 
other, progress can be made. We should go further in making such distinctions. We 
should not limit ourselves to defining diseases solely in terms of manifestational charac- 
teristics, no matter how many these are or how subtle we consider them to be. Such 
definitions may have sufficed in a bygone era in which there was. for practical purposes, 
a one-cause-one-manifestational-entity relationship. But they do not suffice for the ‘dis- 
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eases’ we face today. At any point in time we should use all existing knowledge, manifes- 
tational and epidemiologic. to help define the most homogeneous disease condition poss- 
ible. Yet. in many studies little thought is given to this crucial factor. I shall not dwell 
on it here but this proposed severe restriction of the range of characteristics of cases 
included in a case-control study should have other, practical benefits; it should help 
reduce confounding and, since controls would also be so restricted, it should help reduce 
selection bias. 

The suggestion to study a restricted group of cases and controls may seem to violate 
a ‘tenet’ of epidemiology. namely, that cases and controls should be representative of 
all those in a population. However. that is not so. I have been speaking only of defining 
a disease. The question of representativeness, or complete case ascertainment, is germane 
only within the context of some particular disease entity. Nonetheless. this issue of 
representativeness warrants discussion. 

Representatireness 

The ill-advised pursuit of representativeness causes unnecessary work and reduces 
the precision of epidemiologic studies. Further, accusations of non-representativeness 
may cast unjustified aspersions on good research. It has been considered that the pursuit 
of representativeness comes down to sacrificing precision to attain generalizability. If 
one takes a broad cross-section of cases one often finds that the value of the effect 
parameter varies over the range of some variable, say age. For example, the relative 
incidence (RI) of bladder cancer among smokers ranges from 1.5 for elderly men to 
2.5 for young men [17]. A single study. of some specified size, of bladder cancer might 
give rise to a single estimate of the RI for men of all ages. This estimate, say 2.0, 
would probably apply to men of one age group or another but it would not apply 
to men in general. Moreover, the confidence limits around the estimate would be rela- 
tively wide. Alternatively, the study might provide four or five estimates, for four or 
five age groups. but each of these would be very imprecise. As another alternative. 
the study could have been restricted in the first place to men of one or two age groups 
and then a precise estimate of the RI, at least for those age groups, would have been 
obtained. As in this example, when analyzed. a representative study breaks down into 
a series of small studies from each of which an imprecise estimate of association is 
obtained. And. implicitly, when an estimate is seen to be imprecise, its perceived validity 
is reduced. It thus appeared that the proponents of representativeness were advocating 
the pursuit of widely generalizable study results irrespective of precision and validity. 
And, on this basis, their position has been attacked [l&19]. But a reconsideration 
of the pro-representativeness position gives a different impression of the objective. It 
appears that advocates of representativeness [20] urge it not for reasons of generalizabi- 
lity at all. They urge it for validity. Specifically. they see the attainment of representative- 
ness as one way of reducing selection bias, the crucial problem in a case-control study. 
They do not wish to see a case-control study based on a subgroup of cases which 
for some reason, unintended and unknown to the investigator. has had undue oppor- 
tunity to sustain the exposure of interest. If this is correct, we should stop criticizing 
the pursuit of representativeness on the grounds that it is directed towards the wrong 
goal; it has an appropriate goal. If it is to be criticized, it is on several other bases; 
e.g. that it de j&to leads to studies with imprecise results. I suggest that the problem 
of representativeness can be resolved by the study of groups of cases which are highly 
restricted in their characteristics, by definition. rather than by source of identification. 
If case groups of this sort are used one should be able to obtain a highly precise 
estimate of an association based on a representative series of cases of a particular type. 

Control selection 

Here. the problem of developing a control series is divided into four components: 
the number of control groups. the size of the group(s), the definition of the group(s) 
and the selection of individual subjects. 
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The question of how many control groups should be included in a case-control study 
is an area both for clarification of principles and for some empiric work. The reason 
is that at present we have two recommendations which are based on apparently reason- 
able principles but which are contradictory to one another. One recommendation is 
that, usually, a case-control study should have one control group, that group which 
is, in principle, best suited to the needs of the particular study. A second group should 
be added only if the first group has some specific known or suspect deficiency which 
can be offset by the second group. The alternative recommendation is that every case- 
control study should have at least two control groups. Then, if the results are similar 
when either group is used the validity of the study is enhanced. Resolution of this 
controversy would be very valuable. However. it should be recognized that if the use 
of two different control groups gives differing results it does not mean that efforts 
were wasted. The explanation of the discrepancy. if it can be deduced, may be very 
informative. For example, in a recent case-control study of Hodgkin’s disease (HD) 
and tonsillectomy, the relative incidence was found to be 3.1 when the spouses of 
the cases were used as controls and 1.4 when the siblings were used [21]. These find- 
ings suggest that some correlate of the risk of having a tonsillectomy in childhood, 
which is over controlled-for by the use of sibling controls, is a cause of HD. Thus, 
the hypothesis emerges that some aspect of life style in childhood, perhaps exposure 
to infectious agents or some correlate of the frequent use of medical services, is a cause 
of HD [22]. 

The second question relates to the size of the control group. When the number of 
cases and controls available for a study is large and when the cost of gathering informa- 
tion from a case and a control is about equal then the selection ratio of controls 
to cases would be unity. The standard issues would then be invoked to develop an 
estimate of an acceptable minimum study size. The question becomes more complex 
when, for whatever reason, the size of either group is severely limited or the cost of 
obtaining information is greater for one type of subject than for the other. For example. 
it occurs frequently that the number of cases available is fixed at a relatively small 
number. In such a circumstance the selection ratio should be increased so that there 
are two, three or even four controls per case. This is obvious but it is not commonly 
done. It is distressing still to see otherwise good case-control studies which are non-per- 
suasive because of their unnecessarily small size. The selection ratio should be permitted 
to vary according to the circumstances of each study. But. one must be wary; it is 
wise to stay within the bounds of 4: 1, perhaps 5: 1, except when the data are ‘free’. 
The reasons for this have been presented by Gail er al. [23] and by Walter [24]. 
Most of the justification is based on the small increase in statistical power as the ratio 
increases beyond four. It is worth noting that if more than one control group is used. 
not all groups need be of the same size. 

The third issue is the unique and the truly large problem of the case-control study. 
the selection of the control group. This is the issue of avoiding selection bias. It is 
the problem of assuring that under the null state cases and controls would have been 
equally exposed to the factor of interest. The question of selection bias ‘can not be 
entertained with respect to the case or the control series: it is the question of their 
comparability. But since one usually chooses the case series first the issue of avoiding 
selection bias is the question of choosing an appropriate control group. With respect 
to this general topic I shall address three relatively specific issues. 

The first issue concerns a suggestion often made to reduce selection bias. namely 
that the controls should undergo the same diagnostic procedure as the cases. This is 
intended to overcome selection of cases who are excessive users of medical services 
and the index of suspicion which is a result of the physician’s knowledge of the patient’s 
exposure history. The suggestion translates into two seemingly similar, but in fact en- 
tirely different, courses of action. One course of action, to which 1 see no theoretical 
objection, is to select controls, however one will. and then to subject them to the diagnos- 
tic procedure. This is expensive, poses practical difficulties and for some procedures 
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would be ethically unacceptable. This might eliminate perhaps as much as 5% of controls 
who are, in fact, cases-to-be. It would be to little avail and I know of no case-control 
study in which this procedure was followed. The second course of action has been 
taken [ZS]. This is to choose controls from among people who have already undergone 
the same diagnostic procedure as the cases but who were found to have no disease 
or a disease different from that of the cases. This is an inappropriate control group 
because agents which cause one disease in an organ often, perhaps usually, cause other 
diseases of that organ. Do this for lung cancer and persons with chronic bronchitis 
will be the controls. You will still perceive an association of lung cancer with smoking 
but it will be muted because smoking causes bronchitis. Despite this difficulty, the 
use of a diagnostic register as a source of controls may prove to be a valuable way 
to control the possible ‘medical consumerism’ selection bias described above. However, 
to be appropriate, such rosters of potential controls should relate to procedures for 
the diagnosis of conditions of organs other than that which is the site of the disease 
which afflicts the cases. 

A second issue regarding control definition relates to the recurrent error that ‘the 
controls must be like the cases in every respect other than having the disease of interest’. 
This misconception springs anew in the mind of every student and it appears in recent 
text books. Its historical basis is clear; it comes from the axiom of experimental research 
that the control subjects must be treated in every respect like the exposed subjects. 
But in a case-control study the old axiom is inapplicable. The consequence of selecting 
the controls to be like the cases with respect to some correlate of the exposure under 
study, but which correlate is not itself a risk factor, that is ‘overmatching’, is now 
well recognized [26]. This leads to an imprecise estimate of the measure of effect and, 
unless an appropriate analysis is done, the estimate will also be biased towards the 
null value. Overmatching usually also entails considerable increase in the duration and 
cost of the study. 

A third issue regarding the definition of controls and a major factor in case-control 
studies is the source of the control group. Most studies use either hospital patients 
or the general population as the source of controls. Much less often used are restricted 
population groups, e.g. neighbors of cases or special groups such as associates or rela- 
tives of cases. 

The general population has a major strength as a control group. Such controls will 
be especially comparable to the cases when a population-based series of cases has been 
assembled. In many ways, this often makes for the most persuasive type of case-control 
study. This is because of the high comparability of the two series and because a rather 
high level of generalizability of results will be achieved. However, there are two serious 
disadvantages, associated with using the general population as a control group. For 
one, it can be extremely expensive and time consuming to select such a group. For 
another, the individuals selected often are not cooperative and response tends to be 
poorer than that of other types of controls. This second disadvantage is especially impor- 
tant because it detracts from the presumed major strength of a general population 
control group. 

The use of hospital patients as a control group has several advantages. Such people 
are usually readily available, have time to spare and are cooperative. Moreover, since 
they are hospitalized (or re%e.ntly have been) they may have a ‘mental set’ similar to 
that of the cases. This should reduce the problem of selective recall of events, one 
of the most serious potential problems in a case-control study. The use of hospital 
patients as controls also may make the cases and controls similar with respect to the 
determinants of hospitalization. This is probably useful if the cases have a disease for 
which hospitalization is elective. The use of hospital patients as controls has one possibly 
serious limitation. The controls may be in a hospital for a condition which shares 
etiologic features with that of the disease under study. To minimize this problem, con- 
trols should be selected from many diagnostic categories. 

There is no ready way to select one control group over another. Such selection 
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depends upon an understanding of the factors under study and the way they relate 
to the characteristics of the groups under consideration. 

The fourth and last major concern in the selection of controls pertains to the selection 
of the individual subjects from among all those who are eligible. One very important 
question which arises relates to the extent to which the controls should be matched 
to the cases on an individual basis. The approaches to answering this question will 
be presented by others in this Symposium. A second question which always comes 
up in relation to a hospital-based control series pertains to who may be excluded from 
the control series. Should we exclude no such persons? Or, should we exclude persons 
who have conditions known or suspected to be related to the factors suspected to 
cause the disease of the cases? If so, what if the study is exploratory and relates to 
innumerable possible causes, many of which are not highly credible? If exclusions are 
permitted. would one exclude a potential control on the basis of his current condition 
or total medical history? If the latter, would one also exclude cases who have previously 
had such conditions‘? Here is an area where some guidelines are needed. 

Data collection 

A fourth and very important ‘greater problem’, that of information gathering with 
its opportunities for observer and subject bias, will not be discussed. I just mention 
that in studies which rely on anamnestic information the possibility of selective recall, 
usually forgetfulness on the part of controls and/or exaggerated remembrance on the 
part of cases, is one of the most serious and formidable deficiencies in case-control 
studies. Methods to reduce this bias, such as re-interview and validity checks, are useful 
even if not entirely satisfactory. Unfortunately, in some instances, even these buttresses 
are unavailable. 

Duta anulysis 

In this area I would like to point out three problems. First, if one has used more 
than one control group, what criteria should be met before those groups might usefully 
be merged? Can one take a formal statistical approach to this problem? I believe this 
could be worked out but that it has not been done yet. Certainly, the idea that one 
would merge two control groups if their exposure frequencies are not ‘significantly’ 
different from one another but not to do so if they are. is quite unappealing. Less 
quantitative, but more appealing, is the notion that the merger would occur, or not, 
depending on the investigator’s subjective assessment of the distortion introduced by 
the use of an effect measure based on the two series combined as compared to the 
two single-group measures. While it is easy to say that merger should never occur, 
this raises a practical problem when the two groups give the same result. It is wasteful 
to discard one group but tedious, in a report, to make reference repeatedly to two 
sets of essentially identical results. In any event, a defensible action is to not merge 
the data from two control groups but only the inferences that one makes from the 
results of the two case-control comparisons. 

A second problem in analysis relates to the use of ‘heterogeneity’ testing. Mantel 
rt al. have recently reviewed this problem and wisely suggest that heterogeneity testing 
be used with extreme caution [27]. The problems of scaling to which Mantel refers 
are but the beginnings of a labyrinth of logical difficulties which makes the interpretation 
of the results of a heterogeneity test treacherous. particularly when the effect measure 
evaluated is a series of relative incidences. For now, the judgment as to whether or 
not two or more factors are interacting or modifying one another’s effect seems better 
left largely a subjective matter. 

A third issue in the analysis of case-control studies relates to the so-called ‘multiple- 
comparison’ problem. Consider first the circumstance where there are more than two 
study groups (as when several control groups are used) and many inter-comparisons 
are possible. but only one variable is at issue. In this instance the nominal p-values 
which one obtains as a result of these comparisons are too low. That is, they should 
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be adjusted upwards because several non-independent comparisons have been made. 
Consider now, however, the circumstance where there are only two study groups but 
many variables. Somehow, I think by an analogy with the first circumstance, some 
persons suggest that the p-values resulting from these many comparisons are not valid 
and should also be adjusted upwards. The fact that many comparisons have been made 
and, thus, that some may be expecfed to be significant by chance alone, is supposed 
to detract from each of the p-values obtained. It is the same as saying that an association 
is penalized because it emerged in a large. rather than in a small, study. This is bother- 
some because. under a null state, the p-value has a 5”/, chance of taking on the value 
of 0.05 by chance alone whether it relates to the only variable evaluated in a study 
or to one of hundreds. A valid reason for not attaching great importance to a finding 
which emerges in a ‘fishing expedition’ is not that it relates to one of many variables 
but rather that, usually, the association in question had little advance credibility. In 
every study. every association should be evaluated on its own merits; its prior credibility 
and its features in the study at hand. The number of other variables is irrelevant. 

Most of the problems to which I have alluded. relate to defining and avoiding ‘bias’ 
in case-control studies. Probably. some useful general guidelines can be developed. But 
there are biases peculiar to each type of disease, to each type of exposure and even 
to every particular study. In addition to forming general guidelines. perhaps we can 
attack an intermediate area of defining biases peculiar to certain types of studies. For 
example, Jick and Vessey have done this for case-control studies of drug exposures 

c191. 

VII. SPECIFIC RECOMMENDATIONS 

These recommendations have been tabulated in an outline form which, in general, 
follows the chronology of a case-control study: 

(A) General cowsiderutions 

(1) Develop a sanctioned terminology. 
(2) Improve education regarding existing epidemiologic methods. 
(3) Develop a catalog of biases, their sources and methods of control for specific 

study types. 

(B) Designing a stud! 

(1) Cases-improve methods for defining a single etiologic entity. 
(2) Controls---clarify criteria for inclusion of more than one group: 

-clarify criteria for excluding specific individuals; 
-do not use people with disease of same organ as the disease of interest; 
-choose selection ratio best suited to particular study. 

(C) Conducting a study 

(I) Develop methods to reduce selective recall. 
(2) Develop methods to conceal sources of data from study staff. 

(D) Data anulysis 

(1) Establish criteria for merger of control groups. 
(2) Use measure of effect, not exposure frequencies. 
(3) Use confidence limits, not p-values. 
(4) Use one-sided statistics more often. 
(5) Rarely do heterogeneity testing. 

(E) Interpretations 

(I) Do not denigrate value of a finding because it occurs in a study of many variables. 
(2) Describe nature, do not ‘make decisions’. 
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VIII. PROSPECTS 

The use and value of case-control studies will increase in the years ahead. One stimu- 
lus to this will be the finding of new objectives for it. Up to now the case-control 
study has been vitually restricted to etiologic investigations. But this is unnecessary. 
For example, the case-control study could be used to evaluate preventive medical ser- 
vices and this has been attempted for the pap smear. 

Besides new objectives, new approaches will give strength to the case-control study. 
Several interesting approaches are being developed. For example, we now occasionally 
see the multi-disease study, a simultaneous study of cases of several different types 
of disease. In the past when these were done the various case series usually used one 
another as controls, but newer studies will have true controls. We also now occasionally 
see the very efficient case-control-within-a-cohort study. This should greatly reduce both 
selection bias and selective recall. It is also extremely efficient from the point of view 
of information gained per dollar spent [28]. 

The value of the case-control study will also increase because our understanding 
of its fundamental nature is increasing. It was only 3 yr ago that Miettinen clarified 
the nature of the parameters estimated in a case-control study and also showed the 

usual irrelevance of the ‘rare-disease’ assumption [15]. If progress is still being made 
in such fundamental areas we can only presume that the case-control technique will 
improve in the years ahead. To put it another way, if Mantel and Haenszel recognized 
20yr ago that a case-control study could give the same result as a follow-up study, 
then we should be far-sighted enough to see today that the case-control study can, 
in many situations, replace the follow-up study. 
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