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OUTLINE

CONDITIONAL LOGISTIC REGRESSION &
THE NESTED CASE-CONTROL STUDY DESIGN:

I Modern Non-Epi Example of Conditional logistic
Regression (for Orientation)
&
Annotated Epi. Examples of Nested CC studies
[ONLINE]

I 1970s: The Etiologic Study Comes of Age

I 1934: Penrose (& Fisher) – Overlooked Until Now
[ONLINE]



Why I am telling this story ...

Mix of epidemiology | statistics | computing

An opportunity to reflect on 90 years of

I growth in statistical methods & computing

I understanding of the etiologic study

I role of McGill epidemiologists and biostatisticians



Modern, non-Epi, Example
(for Orientation)



His Oscar Predictions Whttp://iainpardoe.com/oscars/

Reference to (Nobel Laureate) McFadden, D. (1974) Conditional logit analysis of qualitative choice behavior.
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Why not regular (unconditional) logistic regression?

I Data are organized by competition & year (‘set’)

I There’s a winner in each competition [ indep. Bernoulli r.v.s ]

I Some elements of profile did not exist in earlier years



Data, (relative & scaled-to-sum-to-1, modelled) Win Probabilities, LogLikelihood Contributions

Profile Rel. Prob Prob. Win Winner? LogLik
Year Nominee X1 X2 ... XK eXβ (P) (Y ) (Y logP)

2024 Nominee1 X X X X ω1 ω1/
∑
ω 0 -

2024 Nominee2 X X X X ω2 ω2/
∑
ω 0 -

2024 Nominee3 X X X X ω3 ω3/
∑
ω 0 -

2024 Nominee4 X X X X ω4 ω4/
∑
ω 1 logP4

2024 Nominee5 X X X X ω5 ω5/
∑
ω 0 -∑

ω 1

2023 Nominee1 X X X X 0 -
2023 Nominee2 X X X X etc etc 1 logP2
2023 Nominee3 X X X X 0 -

etc

1938 Nominee1 X X X 0 -
1938 Nominee 2 X X X etc etc 0 -
1938 Nominee3 X X X 1 logP3
1938 Nominee4 X X X 0 -

DATA in Black
∑

LogLik
FITTING in Red ⇓

β̂ = argmaxβ
∑

LogLik
⇓

Predictions for 2025: compute eX β̂ for each 2025 nominee, and rescale to P ’s



Modern Epidemiological
Examples

ONLINE SLIDES & LYRICS



2. (Transient) Exposures and Risk of Acute Events [self-matched]
I Association between Cellular-Telephone Calls and Motor Vehicle Collisions

[NEJM 1997 ]

I A Case-Crossover Study of Sleep and Work Hours and the Risk of Road Traffic
Accidents [Sleep 2010]

I Association between high ambient temperature and acute work-related injury: a
case-crossover analysis [Scand J Work, Env & Health 2017 ]

I Effects of cold temperature and snowfall on stroke mortality: A case crossover
analysis [Environment International 2019]

I Snowfall, Temperature, and the Risk of Death From Myocardial Infarction: A
Case-Crossover Study [AJE 2020]

I Ambient heat and risks of emergency department visits among adults in the
United States: time stratified case crossover study [BMJ 2021]

Nature 1953
I Molecular Structure of Nucleic Acids: A Structure for Deoxyribose Nucleic Acid
I A Structure for Deoxyribose Nucleic Acid: an X-ray diffraction study



Cellular-Telephone Calls and Motor Vehicle Collisions, July 1994 - Aug 1995
≈ 6,000 Drivers who came to the North York Collision Reporting Centre, Toronto during
peak hours (10AM-6PM Monday to Friday) after having been in a collision with
substantial property damage (but no injury)

- ≈ 1000 (1/6!) owned a cell phone; some 699 agreed to have billing records examined.

- focus (here): use of cell phone in 10 minutes before collision

Index

2:
3

Oct 19

On the
 phone?

4:45PM

Oct 18
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 phone?

4:45PM

Oct 28
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 phone?
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Oct 27

On the
 phone?

8:55AM

Nov 6

On the
 phone?

5:40PM

Nov 5
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 phone?

5:40PM
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 phone?
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Nov 14
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 phone?

8:15AM



Index

2:
3

Oct 19

Oct 18

Oct 28

Oct 27

Nov 6

Nov 5

Nov 15

Nov 14

170 collisions 529 collisions
( 24% of 699)



Index

2:
3

Oct 19

Oct 18

Oct 28

Oct 27

Nov 6

Nov 5

Nov 15

Nov 14



Index

2:
3

13 157 24 505
699  C  O  L  L  I  S  I  O  N  S    o  v  e  r   14  M  O  N  T  H  S



From “Ambient heat and risks of emergency department visits...”

To estimate the association between county specific daily maximum temperature
centile and all cause and cause specific Emergency Department visits for May to
September 2010-19, we used a time stratified case crossover design.

In this study design, participants serve as their own control; inference is based on
the comparison of daily ambient temperatures on the case day versus daily ambient
temperatures on control days***.

[...] case day was defined as the admission date of each visit; control days were
selected at same year and month as case day to control for seasonal and long term
time trends. They were the other days in the same month and day of week as the
case day.

This [self- and county-matched] design has the advantage of controlling for potential
confounding by all known and unknown individual and county level covariates that do
not vary day to day; including, for example, age, sex, race, socioeconomic status, and
population density, and behavior risk factors, such as smoking.

*** JH: Isn’t this an ‘un-modern’ way of viewing etiological studies? Why not study and
compare visit rates at various temperatures?



Mini-example with 10 events (tornadoes)
Column header: Day of Week & Month when tornado occurred (first one: 3rd Thursday in May)
Number in bold: Temperature (◦C) on day it occurred (13.5◦C the day the first one occurred)
Other numbers in same column: (◦C) for other 3 or 4 days in same month, and same day of week.

A Thu
May

(1)

23.0

20.0

20.5

15.0

13.5

Sun
Jun

(2)

30.0

21.5

25.0

18.5

Sat
Jun

(3)

22.5

28.0

20.0

29.0

25.5

Tue
Jul

(4)

26.0

22.5

26.5

28.5

24.0

Wed
Jul

(5*)

30.0

24.0

26.0

28.0

Mon
Jul

(6)

26.5

26.5

21.5

32.0

27.5

Sun
Aug

(7)

20.0

29.5

26.0

29.0

Tue
Aug

(8)

20.5

23.5

23.5

29.0

Thu
Sep

(9)

19.5

24.0

20.0

15.0

Fri
Sep

(10)

16.0

22.5

20.0

26.5

                                                                                B
β = 0

RateRatio = exp(β) = 1

18.4w.mean 23.8 25.0 25.5 27.0* 26.8 26.1 24.1 19.6 21.2

12.7w.mean.sq.devn. 18.3 11.3 4.3 5.0* 11.2 14.3 9.4 10.2 14.6

* mean = (1 x 26 + 1 x 24 + 1 x 30 + 1 x 28)/(1 + 1 + 1 + 1) = 27.0

* mean.sq.devn = (1 x 1 + 1 x 9 + 1 x 9 + 1 x 1)/(1 + 1 + 1 + 1) = 5.0

β = 0.18
RateRatio = exp(β) = 1.2

20.4w.mean 27.0 26.8 26.3 27.9* 28.7 28.0 26.0 21.3 23.7

8.4w.mean.sq.devn. 14.9 7.5 3.9 4.5* 9.8 6.3 10.3 8.1 11.1

* mean = (1.44 x 26 + 1 x 24 + 2.99 x 30 + 2.07 x 28)/(1.44 + 1 + 2.99 + 2.07) = 28.0

* mean.sq.devn = (1.44 x 3.5 + 1 x 15.1 + 2.99 x 4.5 + 2.07 x 0)/(1.44 + 1 + 2.99 + 2.07) = 4.5

β = 0.34
RateRatio = exp(β) = 1.4

21.4w.mean 28.7 27.6 26.8 28.5* 30.1 28.6 27.4 22.4 25.0

4.7w.mean.sq.devn. 7.4 4.2 3.2 3.5* 7.2 2.8 7.3 5.6 6.5

* mean = (1.96 x 26 + 1 x 24 + 7.53 x 30 + 3.84 x 28)/(1.96 + 1 + 7.53 + 3.84) = 28.0

* mean.sq.devn = (1.96 x 6.2 + 1 x 20.2 + 7.53 x 2.3 + 3.84 x 0.2)/(1.96 + 1 + 7.53 + 3.84) = 3.5

I We start by identifying each tornado instance (‘case’)
I Then assemble the full ’set’ of possible (candidate) days on which it could have

occured. (Usual to match on the day of the week when, (e.g., in traffic fatalities)
risks, and the triggers being studied, vary by day of week.)

I The variate(s) in probability model can be multi-dimensional (e.g., Temperature,
Humidity) and lagged (can use history)

I Given that it happened on one of those candidate days, why did it happen on
the day it did? We find the parameter value(s) that maximize(s) overall logLik.

I Each set has same structure as in Oscar dataset, but (for feasibility and
economy reasons) is assembled after the fact.



3. Unintended Effects of Medications
I Prescription of antidepressants and the risk of road

traffic crash in the elderly: a case-crossover study [Br
J Clin Pharmacol 2013]

I Concurrent Use of Benzodiazepines and
Antidepressants and the Risk of Motor Vehicle
Accident in Older Drivers: A Nested Case-Control
Study [Neurology and Therapy 2015]

I Testosterone treatment and risk of venous
thromboembolism: population based case-control
study [BMJ 2016]

I Menopausal Hormone Therapy Formulation and
Breast Cancer Risk [Obstetrics & Gynecology 2022]



From “Menopausal Hormone Therapy Formulation and Breast Cancer Risk...”

Once an instance of a new diagnosis of breast cancer was identified within the Clinical
Practice Research Datalink, we matched the woman with 10 others [forming a
‘riskset’ of size 11]

The 10 were randomly selected from the list of women who

I were (still) registered within the Datalink on the date of the diagnosis
I had no history of breast cancer
I were born within 1 year of the woman
I had been registered for the same duration (± 1 year)

We estimated the odds ratio (OR) of breast cancer associated with any menopausal
hormone therapy exposure, then to the different estrogens and progestins using
conditional multivariate logistic regression, adjusted for the baseline covariates*
.

SAME STRUCTURE ! ; Confounder-control: combination of matching & modelling

*including obesity, smoking status (ever or never), alcohol consumption (heavy drinker, social drinker or abstainer),
and medical history of endometrial cancer, hysterectomy, oophorectomy, oral contraceptive use and family history of
breast cancer



Another nested case control study from
same base, and same research group

We used risk-set sampling to select appropriate controls.

Each AD case was matched to up to 40 AD-free controls
randomly selected from the risk set defined by the case
(those still being followed and event-free at the date of the
AD event).

Given the use of risk-set sampling, the ORs derived from
our nested case-control analysis calculated via
conditional logistic regression could be interpreted as
unbiased estimators of the hazard ratios derived from the
underlying cohort analysis calculated via Cox regression
with minimal loss in precision.





1970s: THE ETIOLOGIC
STUDY comes of age

The sophisticated use and understanding of case-control
studies is the most outstanding methodologic
development of modern epidemiology

(Rothman 1986,p. 62, quoted by Breslow 1996)



Timeline

1920

1930

1940

1950

1960

1970

1980

'Case−Control' Studies Statistical Developments

Reproductive history & breast cancer
Why did THOSE five persons perish when bridge collapsed?

Pipe smoking & oral cancer
Epidemiology of Down's Syndrome

Tobacco smoking & lung cancer

Epidemiology of (CNS) Congenital Malformations
Smoking & lung cancer

Relation b/w ABO Blood  Groups  and cancer, peptic ulcer
ABO Blood Groups in Duodenal Ulcer−A Study of Sibships

Tonsillectomy and Risk of Poliomyelitis (family controls)
Psych. Aspects of Rheumatoid Arthritis (nearest sib control)

US Surgeon General's Report on Smoking & Health

Abortion & ectopic pregnancy 4 indiv. matched controls:case
Age at first birth & breast cancer risk

Maternal stilbestrol therapy & tumor appearance in daughters

Asbestos & lung cancer; 4:1 'nested' c−c study

Abortion & secondary infertility, 2 indiv.controls:case

Conditioning (2x2 table) => Odds Ratio (OR) parameter

Exposure OR = disease OR (if 'rare disease')

Blood Gp. & peptic ulcer; Summary Incidence Ratio, NO Odds
Regression models for binary data (logit)
Tabular methods for confounder control

Risk of Coronary Heart Disease as logistic function

Estimation of prob[event] as fn. of several indep. variables

Individual matching with multiple controls, 0/1 exposure
(ML) Estimation of Rel. Risk from Individually Matched Series
Textbook: Analysis of Binary Data

Regression models and life tables (risksets)
'Synthetic Retrospective Study': reduces effort/computations

Incidence Density (NO 'rare disease' assumption)
Cox's likelihood for reduced risksets (nested c−c study)
Conditional logistic regression for matched c−c studies

Textbook: The Analysis of Case−Control Studies

Textbook: The Design and Analysis of Cohort Studies



[ Human Genetics 1955 : ] Directly “work with (i.e. contrast) incidence rates. The
data usually do not permit calculation of absolute rates, nor are they needed.
What is wanted and readily obtained is an estimate of the ratio of one rate to another:
the incidence in the [population time in the index category] will be h

H × some constant , and

that in the reference category will be k
K × the SAME constant . An estimate of the

[incidence] ratio will be hK
Hk , and it may readily be shown that this is the ML estimate.”

Note use of lower/upper case for (entirely separate) numerator & denominator series.





1959





Breslow commentary on Mantel-Haenszel 1959 JH ‘translation’ of Woolf 1955

Breslow, 1996
Fisher Lecture,
Statistics in Epidemiology: The Case-Control
Study

P̂T in lieu of PT Denominators

Rates* in Exposed (E) vs. Unexposed
(E) Population-Time (PT)

∗ Numbers of Cases (C)
Amount of PT

CE
PTE

/ CE
PTE

Entire base

CE

P̂TE
/ CE

P̂TE

‘Fair sample of base’

2 ‘Series’:

Case or ‘Numerator’ :

→ CE & CE

Control ‘Denominator’ :

→ P̂TE : P̂TE JH Eur. J. Epi 2018











Data from Freireich and Gehan (1963), used by Gehan(1965) and Cox(1972)

0 5 10 15 20 25 30 35 40 45
How Long Remission from Leukemia was Maintained

(Number of Weeks from Randomization)

R
em

isssion D
urations in 42 patients, O

rdered from
 S

hortest to Longest

Placebo End of Remission

6−Mercaptopurine End of Remission
In Remission at data close−out

Riskset # 1

Riskset # 2

Riskset # 3
Riskset # 4

Riskset # 5

Riskset # 6

Riskset # 7
Riskset # 8

Riskset # 9

Riskset # 10

Riskset # 11

Riskset # 17

Riskset # 16

Riskset # 15
Riskset # 14

Riskset # 13
Riskset # 12



















Liddell, McDonald, Thomas JRSS A 1977





Statistics in Epidemiology: The Case-Control Study, N. E. Breslow (1996). JASA













THE (singular) ETIOLOGIC STUDY JH, Eur J Epi 2018

ORIGINALLY

A mere ‘case-control’ study, which involves
a group of cases of the illness in question
and a comparable control group without the
illness; and these groups are compared
with respect to the histories of the etiologic
factor under study.

Many older ‘case-control’ studies did
not have an explicit study base.

Compare Cases vs. ‘Controls
Like Woolf, we should Compare Rates in
Exposed vs. Unexposed Population-Time
(OSM: “We are Students of Rates”)

Exposure Odds and their Ratio
“The baseline risk of a crash is low (< 1%)
during an average day, making an odds ratio
a good estimate of relative risk.” [2016]
In 1955, Woolf did not need, or mention, the
term Odds or Odds Ratio.

MODERN CONCEPT

Constructed on a defined aggregate
of study population-time, constituting the
base of the study. Its elements are:

(1) the suitably documented case series,
constituted by the entirety of the cases
(as defined) occurring in the study base;

(2) the similarly documented base
series (denominator series), derived as a
fair sample of the study base; and

(3) the data on these two series (of
person-moments) translated into the
corresponding value for the confounder-
conditional rate-ratio of the occurrence of
the illness in the study base, and into its
associated inferential statistic(s).

The result is an incidence-density ratio,
free of any ‘rare-disease assumption’.











Hi Jean-François (Boivin) and Samy

I have modified the title (and focus) of the talk, so it deals more with the 1970s than the
1930s!

And even though the focus is the case-control study, I will also add in another first (I
think): Jean-François’ strategy when his RA was waiting, with time on her hands, to
extract radiotherapy details for the cases of secondary cancer, and the controls he
went ahead and anticipated.. and sampled from the cohort so she could have work to
do and not let the budget run out!!

I am always impressed that we don’t need ‘special names’ for designs.. just good
smart common sense. And I’m not sure that the names we have given them are the
best ones we could have come up with. Court-Brown and Doll (1957), and Smith and
Doll (1962) didn’t gave their sampling design a name either.

Jean-François : I will be looking at Pubmed today to find a nice excerpt and example
from your case-cohort work ... but happy as well if you want to give me any of the
backstory (besides what I say ?remember above)

Jim

https://jhanley.biostat.mcgill.ca/c609/material/Court-Brown1957.pdf
https://jhanley.biostat.mcgill.ca/c609/material/SmithDollBMJ1982.pdf


Dear Jim:

Very nice to hear from you.

The first time I came across this peculiar design was while I was a student at Harvard
under the mentorship of George Hutchison. I had decided to read all his publications,
and I came across his cohort study of radiotherapy and leukemia
(JNCI 1968; attached). In this paper, Hutchison refer to a sample of 10% of the entire
cohort to be used to estimate expected numbers of cancers. I could not make sense of
this design as I thought that the 10% sampling applied to both the numerator and the
denominator – what was the point then ? Hutchison seemed surprised by my question,
and he explained that the 10% sampling applied only to the denominator. He did not
make a big deal of this approach, and it certainly did not occur to him that his design
should receive a special name. When I returned to that design later and then named it
(Wacholder, Boivin AJE 1987), Hutchison’s interest was keener.

I used that (case-cohort) design in a Cancer paper (1992; attached). I had some
difficulty publishing it because the peer-reviewers lectured me about the appropriate
procedures for the selection of controls in case-control studies. You will see in the
Methods section of my paper that I had to respond to such comments.

I hope to attend your seminar next week. It is nice to see that you are still pursuing your
historical research.

Best regards.

Jean-François Boivin, md, ScD , Médecin-conseil
Institut national d’excellence en santé et en services sociaux (INESSS) Québec

https://jhanley.biostat.mcgill.ca/Penrose/HutchisonJNCI1968.pdf
https://jhanley.biostat.mcgill.ca/Penrose/Wacholder1987.pdf
https://jhanley.biostat.mcgill.ca/Penrose/BoivinCancer1992.pdf




1934: ? first conditional
logistic regression

ONLINE

https://jhanley.biostat.mcgill.ca/Penrose/

https://jhanley.biostat.mcgill.ca/Penrose/








J Genetics 1933

150 families, each containing one or more Down’s syndrome children.
.
After accounting for the high correlation in the parents’ ages,
he concluded that the father’s age is ‘not a significant factor,’
while the mother’s age ‘is to be regarded as very important.’



First submission received by the Royal Society on
November 25, 1933.

217 families
(210 had 1 affected child, 7 had 2: → 224 ‘Cases’)



The birth order was also recorded with particular care: miscarriages and stillbirths were deemed to affect the ordinal
number of subsequent births, but they have been excluded from the data as presented here. It is very uncertain
whether they represent offspring affected or not by Down’s syndrome and I wish to include in the data only those
individuals in the 217 sibships of whom it could be said with certainly that they were either Down’s syndrome or not.



Peer Review: 1933





Now it seems to me that your family data are much too
important for you to be satisfied with an unconvincing
statistical analysis.

I mean, that no one reading your paper critically will feel
sure that a more exact treatment would not have yielded a
different result.

I may add that I entirely expect your actual conclusions to
be the right ones, but that is no sufficient reason why they
should not be adequately established.



The only convincing test for a theory, is a direct
comparison between what has been observed, and what
must be expected on that theory.

The appropriate theory here is, that the probability of a
Down’s syndrome child depends on age, in some manner
unknown prior to the data, but not, given the age, on the
birth rank.

As I think you already see the only relevant facts available
to test this theory consist of the distribution of Down’s
syndrome children within families of given constitution in
respect of (a) number of children recorded, (b) birth rank
of these children, (c) maternal ages, and (d) number of
Down’s syndrome children. Families wholly Down’s
syndrome, like families wholly normal will give no
information.



You’re full publication of the data is excellent but in table
one I think you ought to give the number of Down
syndrome children at each age and birth, rank, either as a
suffix or in brackets, following the total number of cases.



Revised Manuscript
“To avoid these sources of ambiguity the data have been subjected to
analysis by an entirely different method which was suggested by
Professor R. A. Fisher. By use of this new process we are able, after
a single complex reconstruction, [i.e. a conditional logistic model]

to compare the observed number of Down’s syndrome cases in any
given birth rank with the number which is to be expected on the
hypothesis that the probability of a Down’s syndrome child depends
upon maternal age (in some manner unknown prior to the data) but
not, given age, upon birth rank."

He didn’t fit a model with both age and birth order; he fitted one
based just on age, and then (effectively) grouped the residuals by
birth order.

I will focus on this age-only model, where he categorized age as 7
age-bins, each 5 years wide. So his model had 6 free age-effect
parameters.



JH Bka 2024



Fisher’s Model



Fisher’s Criterion for the best-fitting ω values
Before he addressed the form of the ω function, Penrose
stated the operational criterion of fit, which in his review,
Fisher had simply set out, without justification:

“the best-fitting ω values will be those where the
number of Down’s syndrome children observed at
any given maternal age tallies with (equals) the
sum of the expectations attributed to each child
at that maternal age.”

In each age bin, Observed Number = Fitted Number

Cox1972 & JH 2024: the ω’s that satisfy this estimating
equation are Maximum Likelihood estimates.



Families with 2 affected children [’tied’ observations in ’survival’ data]

The calculations of expectations (and thus the likelihood contribution from each such
family/’set’ ) are admirably laid out in the (separate) technical paper

and repeated in modern notation in the Bka 2024 piece.











JH has assembled these data into a ‘long’ .csv file that is available on
his website https://jhanley.biostat.mcgill.ca/Penrose/

https://jhanley.biostat.mcgill.ca/Penrose/
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WRAP-UP



Take-home messages

I Our methods are older than we think

I And are born of necessity

I The ‘practising statistician’ (collaboration with researchers)

I BMJ:→ The ETIOLOGIC STUDY

I (RCT) Study bases can also be sampled for the PROGNOSTIC STUDY

JH & OSM (2009) Fitting Smooth-in-Time Prognostic Risk Functions via Logistic Regression

casebase (2024) package by Bhatnagar/Turgeon/Islam/Saarela/Hanley

https://jhanley.biostat.mcgill.ca/Reprints/HanleyMiettinenIntJBiostat2009.pdf
https://cran.r-project.org/web/packages/casebase/casebase.pdf


Thanks to:

I Penrose (UCL) & Fisher (U Adelaide) Online Archives

I Andrea Benedetti and her bios624 class, Fall 2014.

I All of my colleagues since 1973

I My (trained-at-Rothamsted under Yates) University
College Cork statistics professor Tadgh Carey who
said to our small (1966-1969) class

You are still too young but ‘one day’ I will let
you see the statistics journals where Fisher and
Pearson were so nasty to each other.

https://cardcolm.org/Atlas.html#CareyTadhg

