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in the univerge'_fr.om which the sample is taken. This standard error is es-
timated by dividing the standard deviation of the individuals in the sam-
ple by the square root of the number of individuals in the sample. The

mean of the population from which the sample is taken is unlikely to differ

from the value found in the sampl b i i i
ple by more than plus
standard error. This estimation . P oplicable to o e this

is, however, not applicable to very small
samples, of, say, les_}s than 20 individuals, and must be interpret?:i with
reasonable caution in samples of less than 100 individuals. -

10 Problems of Sampling: Proportions

In the previous chapter the concept of the standard error was developed,
and was illustrated by the calculation of the standard error of the mean.
In addition it was pointed out that every statistical value calculated from a
sample must have its standard error — i.e. may differ more or less from the
real value in the universe that is being sampled. For example, the standard
deviation, or measure of the scatter, of the observations will vary from sam-
ple to sample, and its standard error will show how much variability this
value is, in fact, likely to exhibit from one sample to another taken from the
same universe (see, forexample, Table 14, p. 94). In practical statistical work
avalue which is of particular importance, owing to the frequency with which
it has to be used, is the proportion. For example, from a sample of patients
with some specific disease we calculate the proportion who die. Let us sup-
pose that from past experience, covering a very large body of material, we
know that the fatality-rate of such patients is 20 per cent (the actual figure,
from the point of view of the development of the argument, is immaterial).
We take, over a chosen period of time, a randomly selected group of a hun-
dred patients and treat them with some drug. Then, presuming that our sam-
- ple is a truly representative sample of all such patients — e.g. in age and in
severity — we should observe, if the treatment isvalueless, about 20deaths (it
may be noted that we are also presuming that there has been no secular
change in the fatality-rate from the disease). We may observe precisely 20
deaths or owing to the play of chance we may observe more or less than that
number. Suppose we observe only 10 deaths; is that an event that islikely or
-unlikely to occur by chance with a sample of 100 patients? If such an event is
quite likely to occur by chance, then we must conclude that the drug may be
of value, but, so far as we have gone, we must regard the evidence as in-
sufficient and the case unproven. Before we can draw conclusions safely we
must increase the size of our sample. If, on the other hand, such an event is
very unlikely to occur by chance, we may reasonably conclude that the drug
is of value (that is, of course, having satisfied ourselves that our sample of
patients is comparable with those observed in the past in all respects except
that of the treatment). Before we can answer the problem as to what isa likely
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or an unlikely event we must determine the standard error of a proportion—
i.e. the variability of a proportion in samples of a given size taken from the
same universe. Presuming the treatment is of no help, then the fatality-rate
we should observe on avery large sample is 20 per cent (or nearly that). How
far is the rate likely to differ from that figure in samples of different size?

Sample of One ‘

If our sample comprises only one patient the fatality-rate may be
either 0 or 100 per cent; if the patient dies, the fatality-rate is greater
than that of past experience; if the patient recovers, this is obviously not
very convincing evidence in favour of our treatment, for, acccording to

Past experience, 4 out of 5 patients are likely to recover without our treat- ,

ment (20 per cent, or only 1 in 5, die).

Sample of Two
If the sample is increased to two patients, threeevents become possible:
(i) bothmayrecover, (ii) one may recover and one may die, (iii) both may die,

On the basis of past experience we can calculate the probability of.

each of these events occurring. (i) The chance that one may recover is
4/5; the chance that the other may recover is also 4/5; the chance that
both will recover is the product of these two independent probabilities —
ie. 4/5 x 4/5 = 16/25. (ii) The chance that one patient will recover is
again 4/5; the chance that the other will die is 1/5; the chance that both
these events will occur is, therefore, 4/5 x 1/5; but this value must be
multiplied by 2, for the event can happen in two different ways — viz,
patient A may live and patient B die, or patient A may die and patient B
live. The probability, therefore, of observing one recovery and one death
is 2(4/5 x 1/5) = 8/25. (iii) Finally the probability of each patient dying is
1/5 and of both patients dying is 1/5 x 1/5 = 1/25. We can tabulate these
values as shown on the opposite page.

The total probability is 1, for there isno alternative to these threeevents.
Clearly the only event that suggests that our treatment is of value is the
recovery of both patients, when the fatality-rate is 0 compared with the
20 per cent of past experience. The death of one patient in a sample of
two gives a fatality-rate of 50 per cent, and of both patients one of 100
per cent, both being worse than past experience. But the more favourable
event, the recovery of both patients, is obviously an event which is more
likely than not to occur by chance; it may be expected to occur 64 times
in 100 trials with gv:o patients even if the treatment is ineffective. Therefore
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Probability | Fatality-
Event of Event’ rate
per cent
Both patients recover ) 16/25=0-64 58
One patient recovers, one dies 8/25=10-32 -
Both patients die 1/25=0-04
25/25=1.00 -

. ) . . . - Of 20 per
th a single sample of two patients and an expegted fatality rate
xlrxt the chgance thgt both will recover islarge, and if 81‘1ch aresult isobserved
we cannot deduce from it that our special treatment is of value.

Sample of Three ‘ L

If we increase the sample to three patients, four events b.ecox.r.l'e possible:
(i) all three may recover, (ii) two may recover and one die, (iii) one may
recover and two die, (iv) all three may die. , '

The probability of each event can be calculated as before. (i) The
chance of the recovery of all three patients is 4/5 x 4/5 x 4/5 = 64/ 125.
(ii) The chance that two may recover and one die is 4/5 x 4/:5 x 1/5; this
must be multiplied by 3, for this event can happen in three .dlﬁ'ergnt ways
since any oge of the three patients may be the one to die; this equals
48/125. (iii) The chance that one may recover and two may die is
4/5 x 1/5 x 1/5, also multiplied by 3 for this event can also happen in
three ways; this equals 12/125. (iv) Finally, the chance that all three may
die is 1/5 x 1/5 x 1/5, an event which can happen only one way, and
equals 1/125. Tabulating we have:—

Probability Fatality-
Event of event rate
per cent
Three recover 64/125 =0-512 ;) ;
Two recover, one dies 48/125 = 0-384 3 -7
One recovers, two die 12/125 = 0-096 66-
Three die 1/125 = 0-008 100-0
125/125 = 1-000 —
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The only event that favours our treatment is, again, the recovery of all
the patients. Any other event gives a higher fatality-rate than that of past
experience — viz. 20 per cent. But the recovery of all three patients is an
event which is quite likely to occur by chance; it may be expected to oc-
cur 51 times in 100 trials with three patients even if the treatment is in-
effective. With a single sample of three patients, therefore, the chance
that they will all recover is large, and again we cannot deduce that our
special treatment is of value,

Sample of Four

If we increase the sample to four patients five events become possible:
(i) all four may recover, (ii) three may recover and one die, (iii) two may
recover and two die, (iv) one may recover and three die, (v) all four may
die.

What is the probability of each of these events on the basis of past
experience? (i) The chance that all four recover is 4/5 x 4/5 x 4/5 x 4/5;
this event can happen in only one way, and the probability equals
256/625. (ii) The chance that three recover and one dies is
4/5 x 4/5 x 4/5 x 1/5, multiplied in this case by 4, for there are four
different ways. in which this event can happen; any one of the four
patients can be the one to die. The probability of this event is also,
therefore, 256/625. (iii) The chance that two recover and two die is
4/5 x 4/5 x 1/5 x 1/5, multiplied in this case by 6, for there are six ways
in which the event can happen. For if the patients are named A, B, C, and
D, the following events are possible:—

Recover Die

AB CD

AC BD

AD BC

BC AD

) BD AC
CD AB

only one recovers and three die is 4/5 x 1/5 x 1/5 x 1/5, multiplied, as
before, by 4 (for any one of the four may be the fortunate one to recover);
this equals 16/625. (v) Finally, the chance that all four will dieis 1/5 x 1/5 x
1/5 x 1/5 = 1/625. The tabulation (page 113) shows that once more the
recovery of 2 the patients is the only result which gives afatality-rate lower
than that of past experience; but this, again, is an event quite likely to occur
by chance; it may be expected to occur nearly 41 times in 100 trials with 4
patients even if thc\treatment is ineffective.
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Probability Fatality-
Event of Event rate
per cent
All four recover 256/625 = 0-4096 0
Three recover, one dies 256/625 = 0-4096 25
Two recover, two die 96/625 = 0-1536 50
One recovers, three die 16/625 = 0-0256 75
All four die 1/625 = 0-0016 100
’ . 625/625 = 1-0000 —
Sample of Ten

By these methods we can with samples of any size calculate the
probability of favourable results occurring merely by chance; as the sam-
ple increases in size, however, the calculations become progre§§1yely more
laborious. But clearly we need not calculate all the pfobabxht:es. If for
example, we treat ten patients, then the only results v."hlch are bette_r than
that of past experience are those which give no patients at all dying or
only 1 patient dying — i.e. fatality-rates of 0 or 10 per cent. If two <.)f the
ten patients die the fatality-rate is normal according to past experience,
20 per cent, and if three or more die then it is higher than that of past
experience. The probability of all ten patients recovering equals (4/5 x 4/5
X 4/5 X 4/5 X 4/5 x 4/5 X 4/5 x 4/5 x 4/5 X 4/5) = (4/5)'° = 0-1074. In
other words, all 10 patients would recover, according to past experience,
nearly 11 times in 100 trials, or 1 in 9 times. These odds are hgrdly
sufficient to convince us that the special treatment is of value.even if all
10 patients should recover in our test of it. The prf‘)‘bability of 9 patients
recovering and 1 dying = {(4/5)° X (1/5)} x 10 — since any one of the 10
may be the one to die. This equals 0-2684. If we should observe such an
event in our test it is not sufficient, however, to calculate merely its
probability. What we need is the probability that we pﬁght by chance
have got just as good a result as this, or even one that is bet{er. In_other
words, how often would we be likely to see 9 or 10 recovering without
our special treatment? The probability of seeing all 10 recover is 0 1074
and the probability of seeing 9 recover is 0-2684. The probability of
observing by chance one or the other result is the sum of the two
probabilities, or 0-1074 + 0-2684 = 0-3758. If, therefore, in our test 9
patients were to recover we should have to note that just as good a'resplt
as this, or éven a better one, would occur nearly 38 times in 100 trials
with 10 patients even if the treatment were quite ineffective. Obviously
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in a .single. sar.nple of 10 patients a result better than that of past.
experience 18 still not an unlikely event to occur by chance, and from such

ant observation we cannot deduce that the drug has reduced our fatality-
rate.

Sample of a Hundred

If now we return to our original

' » > problem — namely, a sample of 100
patients _of whom only 10 die — the probability we need is that with
which this result or a better one might be expected to occur even if our
treatment were quite ineffective — so that we ought to have observed 20

deaths on the basis of past experience. It is possible to calculate this by

Jjust the same means as were applied to smaller numbers. Tabulat;
have the results shown in the following table. re. Jabiiating, we

Event Probability of Event Fa:::lety-
. ) per cent
All 100 recover (4/5)100
r = 0-000000

99 recover; 1 dies (4579 x (1/5) x 100° = o-oooogoggggg [x) '

o ::g:e:, :?;g;e §4§5):: x (1/5 x 4950 = 0-000000063 2
er, 3 die 4/5)7 x (158 x © 161700 = 0-00000051

9956 recover, 4d_1e »(4/5)’76 x (1/5)* x 3921225 = 0~000003125 i
- recaver, 5 die (4/50% % (1/5)* x 75287 520 = 0-00001498 5
9#recover, § dic (+/5) x (1/5)6 x 1192052400 = 0-00005928 6
o recover, 7 d}e (4/5)% x 1/5)" x 16 007 560 800 = 0.0001990 7
4 recover, 8 d!e (#/5)2 x (1/5) x 186087 894 300 = 0.0005784 8
o recover, 9d1e' (4/5)°! x (1/5)° x 1902231808400 — 0-001478 9
récover, 10 die (4/5)% x (1/5)1° x 17 310 309 456 440 — 0-003363 10

e . . )
These multipliers are the number of different ways in-which the event could happen, Clearly

there are 100-ways in which 1 i ive; i i
5 sure o Syo o could die and 99 survive; there are 4950 ways in which 2 could die and

_ The sum of these probabilities will ive th i
might expect to reach a result as favourabli'as theeolrlx:nvlvt;e;\agi (t)lll)ns::vev:le
or one even more favourable, merely as a result of chance. This sum is,
: O--OOS 7, and we may therefore conclude that only 57 times in 10 000 trials
gnth a-hundred patients would such a result turn up merely by chance,
: 1llxrc‘:v::l -:::;ﬂtB:}ll:gggzts a;h:lt our treatment favourably influenced the
mrethod 1o poocti e:s e;ti :lt.lon 18 extremely heavy and some shorter

The General Case

" WLet us return to the tabulation regarding two patients. This shows
I we write it in ‘g\ercentage form, that if we had 2 patients in each oé
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100 hospitals the fatality-rate would (on the average) be 0 in 64
of these hospitals, 50 per cent in 32 of them, and 100 per cent in
four of them. From these figures we can calculate the mean
fatality-rate in the 100 hospitals and the standard deviation of thefrequency

distribution round that mean. The mean fatality-rateis
(64 x 0) + (32 x 50) + (4 x 100) +- 100 = 20 per cent;
the standard deviation is
[64 x (20— 0)* + 32 x (20— 50)* + 4 x (20 — 100)*] =+ 100

which equals 28-3. A similar calculation for three patients gives a mean
‘fatality-rate in the 100 hospitals of 20 per cent and a standard deviation
round it of 23- 1; for four patients the mean is 20 per cent and the standard

- deviation isalso 20-0. The mean fatality-rate in samples of each size—viz. 20

per cent — is the value, it will be noted, that we expect to reach according to
Ppast experience; but in the individual sample we shall not necessarily observe
this mean value, for round it there will be a variability in the fatality-rate from
sample to sample, due to the play of chance, measured by the standard devia-
tion and decreasing as the size of the sample increases. If we could calculate

. this standard deviation without having to find the different probabilities for

each event we should have a measure of the variability that will occur by
chance in the fatality-rate in samples of different sizes. Thiscalculationis, in
fact, very simply made. If on the basis of past experience we expect 20 per
cent of patients to die and 80 per cent to recover, then the standard deviation
round that expected 20 per cent will be in samples of 2 equal to the square
root of (20 x 80)/2 = 28-3, in samples of 3 equal to the square root of (20 x
80)/3 = 23-1, and in samples of 4 equal to the square root of (20 x 80)/4 =
20-0. These values are the same as those found above by the longer calcula-
tion. In more general terms the standard deviation or, asit isusually termed,
the standard error of a percentage is ,/(p x ¢)/n where p is the percentage of
individuals belonging to one category (e.g. alive), ¢ is the percentage in the
other category (e.g. dead), and # is the number of individuals in the sample.
We can, therefore, readily find the standard error of the percentage—i.e. the
variability it would show from sample to sample —in samples of 100, or more,
patients. With 100 patients the standard error is, {20 x 80)/100 = 4-0. In
other words, on the basis of past experience we should expect 20 of the 100
patients to die, but in different samples of that size we should not always
observe that proportion dying; the percentages observed in samples of one
hundred will be scattered round 20 with a standard deviation of 4. We know
(as was shown with the standard error of the mean in the previouschapter)
that there will berelatively very few samplesin which the proportion actually
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observed will differ by more than twice the standard error from the mean

expected value. For instance, with 100 patients we expected 20 per cent to

die, but as this percentage has, in samples of this size, a standard error of 4,
we might by chance observe a value in a single sample ashigh as 20 + 2(4)=
28 or as low as 20 — 2(4) = 12. Actually we observed a value of 10 per cent.
This is beyond the value that might, according to our criterion, be likely to
arise by chance and, other things being equal, we may deduce that it appears
likely that our treatment lowered the fatality-rate. The italicised words
must be emphasised. It must be recognised that we are weighing
probabilities, never, as is sometimes suggested by non-statistical authors of
medico-statistical papers, reaching ‘mathematical proof’ A difference
between the observed and expected values may be a ‘real’ difference (in the
sense that the treatment was effective) even though it is not twice the stan-
dard error; but the calculation shows that the hypothesis that the difference
has occurred by chance is equally valid. If, on the other hand, the difference
between the observed and expected values is, say, four times the standard
error, this does not ‘prove’ that it isa‘real’ difference; it may stillbe the result
of chance. But the calculation shows that the hypothesis that it is due to
chance is unlikely to be true, for such achance difference is arareevent. The
advantage of the calculation is that the investigator is thus enabled to es-

timate critically the value of his results; he may be prevented from wasting

his time by developing some elaborate argument on a difference between two
averages (or proportions) which is no greater than a difference that might
easily be obtained on drawing two random samples from one and the same
record. :

Finally, presuming that the difference recorded between the observed
and expected values is more than would be expected from the play of
chance, then we must consider carefully whether it is due to the factor we
have in mind — e.g. the special treatment — or to some other factor which
differentiated our sample — e.g. age or severity of disease — from the
general population of patients.

For the sake of clarity the standard error of the proportion has been
deduced on the basis of a figure known from past experience. In actual
practice such a figure is not often available or may be an unsatisfactory
criterion of the expected level in the observed sample, owing to some
secular change. The more usual procedure is the comparison of two
percentages recorded over the same period of time in an experimental and
a control grgup. The development of this test is discussed in the next
chapter. ‘

If we are interested merely in a single observed proportion, e.g. what
percentage .of_adtil: persons in a given population have symptoms of
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oid arthritis, we can, as was shown wi;h _the frxeatx‘ v_alue, es-

:gizza;he true frequency in that population within given confidence
Jimits.” If the percentage revealed by our sample is p we can calculate 1_tsf
standard error as ,[p X g)/n. We should then expect the true frequency%

the characteristic in the universe to lie within p + 2 S.E. and p — 2 S.E.
and to be wrong in that conclusion only once n 20 times. To be more
sconfident’ we would expect the true frequency to lie within p + 2§.S.E.
and p — 23 S.E. and to be wrong in that conclusion only once in 80 txm;s.
Again, we must be cautious with a small number of observations, say under
50, and alsoif the observed frequency ismorethan 95, orlessthan 5, percent.

Summary

A statistical value which is of particular importance is the proportan,
or percentage. By simple means the standard error of this value can be
caloulated, that is the amount of variability the percentage will show from
sample to sample for samples of different sizes. The relation of the
difference between an expected percentage and an observed percentage to

- this standard error shows whether that difference is likely or unlikely to

:sen merely by chance. As a convention we take .twice the stan-
g::s ::rl: asa criz’eri}c'm. If the difference is more than twice the standar-d
error it is said to be ‘significant’ — i.e. unlikely to have arisen py chanc?; if
it is less than twice the standard error the difference 1s said to be ‘not
significant’ — i.e. it may easily have arisen by chance. This ru!e applies to
samples of reasonable size and caution should be observed w1th numbers
less than 50. With very small numbers the exact probability can be

calculated. In either case the test always involves weighing probabilities,

and can never amount to proof. The test can give no info.rmation as to the
origin of a difference beyond saying that chance is an unlikely explanation.



