CHAPTER 3

Preliminary Aspects
of Planning

3.1 INTRODUCTION

This chapter discusses some of the decisions that are faced in setting up an
observational study designed to compare a limited number of groups of
people. Since observational studies vary greatly, not all the points consid-
ered here will be relevant in a specific study; also, the issues that are most
troublesome in some studies have been omitted in this chapter. The groups
of people to be compared have been subjected to different experiences or
agents, whose effects are the object of interest. We list below some examples
of this type of study. ' '

Experience or Agent Effects or Response Variables

Wearing lap seat belts Severity and type of injury
in auto accidents

Head injury to child at birth- Performance in school
Viewing educational television program  Amount learned on the
relevant topics
Improvements by private
landlords

Consumer spending and saving
Distribution of contraceptive device Acceptability, birth rate
Town fluoridation of water ‘Status of children’s teeth
Permissive or authoritarian kindergarten Amount of quarreling
among children

Mortality and illness from
specific causes

Urban-renewal program

Rise in taxes

Smoking of cigarettes
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In controlled experiments the term treatments is often used for the agents
which the experimenter applies in order to measure the agents’ effects.
Where appropriate we will continue to use this term to denote the different
experiences or agents in different groups of people. The term responses will
denote the measurements taken to throw light on the presumed effects of
the treatments. ' :

; :
3.2 THE STATEMENT OF OBJECTIVES

Before planning actually begins, it is helpful to construct and have readily
available as clear a statement as can be made about the objectives of the
study. At first, the statement may have to be expressed in rather general
language. As planning proceeds, the statement becomes helpful when deci-
sions must be made about the treatments, responses, and other aspects of
the conduct of the study, since one has an opportunity to check which
choices seem most likely to aid in achieving the objectives of the study. In
fact, without such a statement it is easy in a complex study to make later
decisions that are costly and not particularly relevant to the original
objectives; or worse still, the decisions may make the objectives actually
harder to attain.

Some investigators like a statement in the form of a list of questions that
the study is intended to answer; other investigators prefer a list of hypothe-
ses about the expected causal effects of the agents. An example of the latter
form occurs in a study by Buck et al. (1968) of the effects of the chewing. of
coca leaves by residents of four Peruvian Indian villages. This study lists
three hypotheses: '

(1) Coca, by diminishing the sensation of hunger, has an unfavorable
effect on the nutritional state of the habitual chewer. Malnutrition and
conditions in which nutritional deficiencies are important disease
determinants occur more frequently in coca chewers than among
controls.

(2) Coca chewing leads to a state of relative indifference which can
result in inferior personal hygiene.

(3) The work perfb_rmance of coca chewers is lower than that of
comparable non-chewers.

These three hypotheses are a good example of the general type of pre-
liminary statement; the authors also explain that these particular effect
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areas were selected because of a previous report on the consequences of coca
chewing by a Commission of the United Nations. The statement does not
specify either the treatments or the response variables, but provides a
background against which alternative choices can be judged. Regarding the
treatments, typical questions that arise in this type of study are as follows:
Will this be a two-group study of coca chewers versus non chewers, or can
any attempt be made to measure the level and duration of chewing per
person, so as to give more-detailed knowledge of the dose—response rela-
tionship? Is it feasible to try to measure some effects separately for different
kinds of people, for example, older and younger persons, or male and
female? The choice of response variables obviously presents difficulties in
this study, both in the number of possible variables that might be consid-
ered and in the question of the accuracy with which each variable can be
measured.

This statement specifies only the direction of the effect of coca chewmg
on each of the three listed characteristics of chewers. From this statement,
one might expect the statistical analysis of the results to consist mainly of
tests of significance of differences between chewers and nonchewers, as
indeed it does in the study cited. In initial studies a statement of directions
of effects may be as far as the investigator feels able to go. But, reverting to
the previous discussion of estimates and tests of significance (Sections 2.2
and 2.3), it is always worth considering how far the main interest should lie
instead in estimating the sizes of the effects and forming some - judgment
about their importance.

The retort might be “Aren’t the two objectives, estimation and testing
significance, essentially similar? With a continuous response variable, the
test criterion for two groups is ¢ = d/s;. This mvolves both the estimated
size of difference 4 and its estimated standard error sz.” This is so, but when
the emphasis was concentrated-on tests of significance, I have seen studies

in which only the value of ¢, or only the value of x2 in the comparison of

two percentages, was quoted in the presentation of results. The interested
reader had to dig out the value of d from earlier parts of the studies, or
found that d could not be calculated at all. There are also large-sample
studies in which d was significant at the 1% level, and left the i impression
that the effect was large because of confusion between a highly significant
difference and a large effect. Examination of d and s, however, left the
impression that the size of the effect was modest—perhaps of no great
practical importance. Also, thinking in terms of the estimation of the sizes
of effects tends to alert one more to possible sources of bias that must be
handled than does thinking in terms of tests of significance.

This difference in point of view may also influence the approach to the
statistical analysis. Suppose that there are four groups—the treatment
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appearing at four different levels, a,,..., a,. For a test of significance, the
investigator may use the F test in a one-way analysis of variance, or the x?2
test in a 2 X 4 table if the response is a 0 — 1 variate. From the viewpoint
of estimation, the objective becomes that of describing in its simplest terms
the mathematical relationship, if any, between y, or p;, and a;. A simple
approach would be to examine whether a straight-line relation appears to
hold between 7, or p;, and a;, or between simple transforms of these
variables. This approeach often produces a summary response curve that is
more informative, and also provides a morg powerful test of significance of
the reality of the relationship.

As each decision is made in the later stages of planning, it is not a bad
idea to record at the time the reason for the decision. This will be useful
when the final report must be written, often a long time later, and may. also
be useful when facing related -decisions. Moreover, in observational studies,
the investig.ator sometimes knows so little about the merits of alternatives
that when a decision is made he does not feel that the decision was
well-informed; it may have been little better than tossing a coin. If this weak
foundation for the decision is not recorded, the investigator is tempted at a
much later date to invent a rationalization as to why this decision was a
brilliant one.

When the statement of objectives has been constructed in as specific a
form as possible, it leads to a number of questions about the actual conduct
of the study: What loc¢ale is to be chosen? Where is the study to be done?
(Often the locale has been tentatively selected before the investigator drafts
his statement of objectives,.but in exploratory studies on new possible
causal agents the need for a study may be evident before any suitable locale
has been found or even sought.) What aspects of the treatments or causal
agents will it be necessary to measure? What measures of the responses will
be taken? What groups of subjects are to be compared in order to appraise
the effects of the treatments? What sample size is needed?

This chapter will consider questions relating to measurements of the
treatments and the responses. Questions relating to comparisons and sample
sizes will be considered in Chapter 4 and later chapters. Comments on the
choice of a locale are best postponed until these other aspects of planning
have been diseussed, and are also given in Chapter 4.

33 THE TREATMENTS

In the simplest situations the treatment is a specific event, for example,
wearing seat belts or viewing an educational television program, and it is
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only a matter, in this case, of recording the 'subjects that wore seat belts or

saw the program and those that did not. Often, however, the tréatment is
known to vary from subject to subject in amount or level on some scale.
Regarding measurement of this level, at least three 51tuat10ns exist. ) 1t
may not be feasible to attempt any detailed measurement; the resources
may permit only a comparison of a treated and an untreated gfoup with no
possibility of distinguishing between different levels. (2) The _le\iel of ‘the
-treatment may be roughly the same for persons within the samé subgroup of
the study sample, but varies from one subgroup to another. Examples might
be studies of the relationships between noise levels in different factory

workshops (subgroups) and productivity, hearing losses, or irritability in the

workers, or the relationship between air pollution and bronchitis in house-

wives living in different parts of a town. (3) It may be feasible to consider

measurement of the treatment level separately for each person.

In sitvations (1) and (2), consider a two-group exploratory study (treated
versus untreated) where the primary goal is to discover whether there
appears to be an effect that might receive more careful investigation later. If
the investigator is seeking a suitable treated group, or subgroup, it is
advantageous to find one where the average level of treatment is high, so
that a marked contrast is obtained. With two groups, the contrast is
essentially the difference between the means. The power of a statistical test
tells us the probability that the observed values will produce a statlstlcally
significant result.

Treatments often have approximately linear effects, either benef1c1a1 or
deleterious, over the range of levels encountered in practice. Suppose that
the true response to an amount 7 of the treatment is 7. With treated and
untreated groups each of size n, the value of §/0; the quantity that

primarily determines the power of the ¢ test, is v 87/ V2 6, Sincen and 7.

enter into this formula in the forms v» and 7, it follows that doubling 7
(finding a treated group with a level twice as high) is equivalent to
quadrupling n from the viewpoint of the power of the ¢ test. If for a given
level of 7 the power of a two-sided ¢ test at 5% significance level is 0.4,
implying a less than 50-50 chance of revealing a true difference between
treated and untreated groups, doubling 7 increases this power to 0.91.

Of course, other factors also enter. For example, since people do not live
in badly polluted air by choice, two areas offering the largest contrast in
degree of pollution within a town may also show the largest difference in
variables such as economic level and access to regular medical care. Thus
areas with a large contrast in levels of treatment may also present a large
contrast in potential sources of bias. But my judgment is that despite this
difficulty a large contrast is a wise choice in exploratory studies. . ,
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What should the relative sizes of the two groups be? If the response y to
an amount 7 is roughly linear, y = a + B, and if the within-group vari-
ances o and o are roughly equal, experience in controlled experiments
recommends two groups of equal size N/2, untreated and high-level. This
plan minimizes the standard error of the estimate of B8, the average change
in y per unit increase in 7, for a given total number N of subjects.
Incidentally, if there is evidence that o7 and o are substantially different in
the two-group case, the optimum sample sizes are n, = No,/(¢, + o,) and

= No,/(0), + 0,). :

What about three subgroups—one untreated and the others having a
high and an intermediate level. A third group, placed at one-half the high
level, adds nothing to the estimate of 8 under these conditions. If the three
groups are now of sizes N/3, the net effect of using three groups having
equal variance instead of the two extremes is to increase the variance of the
estimate of 8 by 50%. A third group whose level is somewhere between 30
and 70% of the high level adds little to the. precision of the estimate of .
Even if we retained the end groups at size N/2 and added a third group of
size N /2 whose level is somewhere between 30 and 70% of the high level, we
would add little to the precision of the estimate of 8.

The role of an intermediate level is to provide a test as to whether or not
the line is straight. If the levels of the treatment are 0, ak, and 4, the test is
made by calculating the contrast %, — (1 — a)y, — ay,;, which should be
zero apart from sampling error if the line is straight. A ¢ test for detecting a
curve response is obtamed by d1v1d1ng this quantity by its estimated
standard error.

The case for three levels rather than two is stronger in observational
studies than in controlled experiments. An ever-present danger in observa-

‘tional studies is that some source of bias which affects the comparisons

between groups has not been rendered unimportant by the plan and method
of analysis. However, it is reassuring to find that y, for the intermediate
level lies between y, and 7,, though this result could still be produced by a
bias which happened to operate in the expected direction of the treatment
effect. If y, was found to be less than j,, while 7, was greater, we would
reexamine carefully both the suspected sources of bias and the arguments
which led us to think that the response would be roughtly linear. For
instance, in seeking comparison groups for radiologists (as a group exposed
to a certain amount of radiation), Seltser and Sartwell (1965) deliberately
chose two other groups: one group was ophthalmologists and otolaryngolo-
gists, who should have practically zero exposure, and the other group was
physicians, who use x rays to some extent and have an intermediate level of
exposure.
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3.4 MEASUREMENT OF TREATMENT LEVELS FOR INDIVIDUAL
PERSONS AND THE EFFECTS OF GROUPING

When the level of the treatment varies from person to person, it may be
possible to measure the amount received by a given person more or less
accurately. In an urban-renewal program in which sums were offered to
repair rented houses, the amount given to each house might be known
accurately. In studies of the aftereffects of the atom bomb dropped on
Hiroshima, the dose of radiation received by each person has been esti-
mated roughly from a person’s memory of his location and the amount of
nearby shielding when the bomb fell. In the smoking-health studies, the
amount smoked by an individual may vary at different times, and both this
and the number of years of smoking vary from person to person. The best
single measure of the level of smoking is not clear even with full and
accurate records. In the studies on smoking, the level used was a broad
interval of number of cigarettes smoked per day (e.g., less than 10, 10-19,
20-39, 40 + ), reported at the time when the study questionnaire was sent
out.

Given an estimate a; of ‘the level of the treatment received by the ith
person, one possibility is to analyze the relation between the response y; and
a, using regression methods. An alternative (as in the studies on smoking) is
to divide the range of a into a few classes, recording only the class into
which each person falls, With two groups the sample is divided into upper
and lower classes; with three groups, into low, middle, and high classes; and
so forth. :

When this method is under consideration, natural questions arise, such
as: How many classes should be formed? Should they be made equal or
unequal in numbers of persons? Is this method much inferior to the use of
regression methods? Some answers can be given when there is a linear
regression of y; on a; and the quantity of interest is the slope B of the
line (average increase in y per unit increase in x). We assume that a total
of N subjects are available so that with ¢ classes the average class

has N/c subjects. With the regression method, the estimate of B8 is .

B =X(y, — $Xa;, — @)/Z(a; — @)>. We call the variance of this estimate
based on the distributed values of a, V(B). If, instead, two groups are
formed, the estimate Bz = (J, — 71)/(@, — a,). With three or more classes
the regression of the 7, (class means of y) on the &, (class means of a) is
calculated to obtain the estimate f, for this method. We call the variance of
Bg based on the g groups ¥( Bg).

The .values of V/( ,38) /V(B) for g =2,3,... naturally depend on the
shape of the distribution of the levels a,. When this distribution is unimodal
and roughly symmetrical, results for the normal distribution can be quoted,
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since these results have been calculated by D. R. Cox (1957) for a similar
purpose. In Table 3.4.1 the total number of persons, H, is constant and
assumed large. For g = 2 to 5, the table shows the optimum class sizes, the
corresponding values of V(ﬁg)/ V( 3), and the values of ¥{( Eg)/ V(B) for .
equal-sized classes. The table shows the increases in variance of the estimate
when grouping is used. Thus grouping in two equal groups increases the
variance by 57%. Another way of thinking about these numbers is that the
efficiency of the grouped estimate compared with the ungrouped estimate is
the reciprocal of the numbers given in the last two columns of the table.
Thus for two classes, the relative efﬁéiency of B, compared: with B is
100/1.57 or about 64%.

We conclude from Table 3.4.1 that (1) It pays to use more than two
classes, although not much is gained by using. more than four classes.
The minimum variance of Bg with four classes is only 13% higher than the
minimum variance attained by regression under these assumptions. (2) The
class sizes that minimize V( Bg) are unequal; the central classes are substan-
tially larger than the outsidé classes. (3) Nevertheless, the use of equal-sized
classes (number of ‘subjects) is only slightly less effective than the best set
of classes; for example, 1.16 compared with 1.13 for V( Bg) /V(B) with four
classes. .

Investigations of several smooth nonnormal distributions of the a;
(Cochran, 1968) suggest that the results in Table 3.4.1 can also be used as a°
guide in such cases. However, there is a hint that with some nonnormal *
distributions, grouping into classes gives values of ¥{( Bé)/ V(B) that are
slightly lower than with the normal distribution, thus losing less precision
relative to regression methods than when the g, are normal.

Thus far we have considered the loss in precision due to grouping into -
classes when the distribution of levels of a is smooth and unimodal. The loss

Table 3.4.1. Comparison of the Variance of Eg for g Optimally Grouped Classes
by Level of Treatment into Classes with the Variance of B Based on the Normal
Distribution for a Linear-Regression Situation '

Number of
Classes _ ) V(B,)/V(B) for
g Optimum Class Sizes V(B,)/V(B) Equal-Sized Classes
2 0.5N,0.5N 1.57 1.57
3 0.27N, 0.46N, 0.27TN 1.23 1.26
4 0.16N,0.34N, 0.34N, 0.16 N 1.13 1.16
5 0.11N, 0.24N, 0.30N, 0.24 N, 0.11N 1.09 1.11
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is much less if the distribution has multiple modes, particularly if the cla§ses
can be centered around the modes. For instance, with cigarette smoking,
about 1 or more of the total samples were nonsmokers and it would not be
surprising to find peaks around 10 and 20 cigarettes per day. Thus, if we
formed two classes of smokers by amount smoked and a third class of
nonsmokers, a rough calculation suggests that V{(8;)/¥V( B) is around
1.10-1.15 rather than 1.23 as shown in Table 3.4.1. .
In practice the reasons for using a few classes at diff@r‘ent levels in
preference to a full regression analysis have seldom been exphmt!y Sta.t(.:d l?y
investigators. One may guess the reasons as being either (1) for smghmty in
the measurement problem and in analysis and presentation, or (2) in some
cases, for a judgment that if the amount g; received by the ith person can t?e
measured only roughly, full regression analysis would not gain much in
precision over analysis by use of a few classes. This question has not been

fully explored, but to a first approximation it looks as if the presence of -

errors of measurement in the a; hurts both the regression and the classifica-
tion methods to about the same extent, so that the ratios V( Bg) /V(B) do
not change much.

3.5 OTHER POINTS RELATED TO TREATMENTS

This section considers a few miscellaneous points related to the definition of
the treatments. Often the level of the treatment varies from person to person
because use of the treatment is to some extent voluntary. A well-known
example is the distribution of a contraceptive device to married women in a
program in which it is planned to estimate the effectiveness of the program.
In fact, although the women agree to cooperate, some women in the study
sample may not use the device at all, some may use it mjnimally'a.nd
inconsistently or use it for a time and then cease, and some may use it as
recommended by the planners. From the viewpoint of public policy the
main interest may lie in the subsequent birth rate for the sample as a whole,
but it is obviously relevant to know to what extent the contraceptive device
was actually used, to try to learn the reasons for limited use, and to obtain
the birth rate for both the consistent and the inconsistent users. The plans
for the study should include regular monitoring of the women in the study
sample in order to obtain this information. The studies on smoking were
careful when gathering data to distinguish between those who had never

smoked and the ex-smokers (those who were not smoking at the time of .

receipt of the questionnaires, but who had smoked in the past). Comparison
of death rates for ex-smokers with death rates for nonsmokers and current
smokers, provided much useful information.
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The description of the treatment may require setting up -a special record-
keeping system during the course of the study. To evaluate the worth of
making available a limited amount of psychiatric guidance (psychiatric
social ‘workers in addition to some expert psychiatric counseling) to a
number of families in a health plan, the investigator needs to know with
which family members the guidance staff worked, what kinds of mental

_problems were revealed, the amount of guidance that was given, and so

forth. Construction of a good record-keeping system for such purposes must
be part of the initial plans. < :

Sometimes the treatment combines several agents. For example, educa-
tional campaign to encourage voter registration or inoculation of children
might include announcements on radio and television, distribution of leaf-
lets to houses, and some public lectures. The planning group will want to
consider whether they can learn something about the part played by
different aspects of the treatment, though this is usually difficult. At least,
questions could be framed to ask whether people had been reached by
different components, what they remember of the contents of these compo-
nents, and what they think influenced them in one way or another.

The treatment may take a different form for some people inthe study
sample than for others. In a study of the effectiveness of wearing seat belts,
some people involved in auto accidents may have been wearing both the lap
belt and the over-the-shoulder-type belt. Head injuries to children at birth
were found to vary in type. The type should obviously be recorded.
Existence of more than one type raises the question: Shall we attempt to
measure the effects of each variant? A relevant statistical aspect of this
question is the following. If alternative forms of the treatment have effects
in the same direction, a much larger sample size is needed to distinguish
clearly between the sizes of the effects for different types than to measure
the overall effect of the treatment, especially if some forms are used by only
a small minority. The situation is discussed more specifically in Section 4.1
on sample size. _

The best decision is a matter of judgment in a situation like this. If a
treatment is used in two forms, some investigators prefer to include both
forms, even if the sample size permits only a very imprecise comparison
between the effects of the two forms. They argue that they will measure the
overall effect of the two forms as they are used, and can at least check that
the two forms do not have widely different effects. Others feel that if their
sample size is such that the difference between the effects of the two forms
is almost certain to be nonsignificant, a report of this finding may lead
readers to assume that the two forms have been shown to have equivalent
effects, and discourage further research on the minority form. They prefer a
“clean” study restricted to the majority form only.
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3.6 CONTROL TREATMENTS

Often the investigator first selects the treated group. In fact, an imaginative
investigator may notice the existence of an interesting treated group, which
gives rise to the study. The investigator then looks for a suitable group on
whom this treatment is not acting. Such a group is quite commonly called a
“control group,” though some investigators prefer the more general term
“comparison group,” perhaps because the word “control” has some of the
features of an advertising slogan, hinting at more power to remove biases
than is usually possessed. '

" Ideally, the requirement for a control group is that it should differ from
the treatment group only in that the treatment is absent. The choice of the
control group should lead us to expect that if the treatment has no effect,
the responses y should have the same mean and shape of distribution in the
control group as in the treated group. In particular, the control group
should be subject to any selectivé forces that are known to affect the
treatment group and are not themselves possible consequences of the
treatment. This last condition can be important. In a study of the effect of
birth-related head injuries on children’s performance in school at age 11, it
would be unwise to have an uninjured control group deliberately chosen so
that performance in class at age 6 was similar to that of the treatment group
at age 6, unless it were known with certainty that birth-related head injuries

had no effect on performance at age 6. Otherwise, a comparison between.
the treated and control groups at age 11 might have removed part or even

all of the treatment effect.

Thé most common difficulty in the search for a control is that we cannot
find a group known to be similar in all other respects to the treated group,
particularly when use of the treatment is to some extent voluntary. When
making a choice, it is advisable to list the apparent deficiencies of any
proposed controls and to try to judge which control seems least likely to
produce a major bias in the treated—control comparison. If no single control
free from the danger of serious bias can be located, there is merit in having
more than one control, particularly if the different controls are suspected of
being vulnerable to different possible sources of bias. In this event, a finding
that the treated group differs from all of the control groups in the same
direction strengthens any claim that there is a real effect of the treatment.

Another requirement sometimes overlooked for a control is that the
quality of measurement should be the same in treated and control groups.

In a study of tuberculous and nontuberculous (control) families, the same - . :

caseworker was assigned to take the measurements in both families so as to
guarantee similar quality of measurement. She warned, however, that her
measurement would be both more complete and more accurate in the
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tuberculous families, with whom she had worked for yeérs, than with the
control families who were specially recruited for this study and did not
know her.

Some investigators like to use data taken from published statistics for the
general public as a control, possibly because the general public represents
the target population to which they would like the results to apply. Such
controls are seldom satisfactory: Many treated groups that appear in studies .
have some special features apart from the treatment that make them not
comparable to the general public. Further, with routinely gathered statistics
the meaning of the measurements and their completeness and quality are
often quite different from those that apply in a carefully planned study.

To carry this point further, an investigator may claim that a certain
treatment is deleterious to health in males because the sickness rate in the
treated group is say 20% higher than in the control group, a significant
difference statistically. An opponent may state that this claim is unjustified
because the sickness rates in the investigator’s treated and control groups
are both definitely lower than those for males with the same age distribution
in the general public. The investigator would then retort that the treated
group of men differed from men in the general public in certain known
respects, that the control group was carefully chosen to differ in the same
respects in order to be comparable with the treated group, and that
comparison with data for the general public is logically irrelevant.

The investigator is correct, but the question arises: To what target
population does the 20% increase in sickness rates apply? The investigator
may reply that it applies to the kind of population of which the treated and
control groups can be considered a random sample; but as mentioned in
Chapter 2, this population may be of no particular interest from the
viewpoint of public policy because of the selective forces that affect it, and
may even be difficult to envisage. If the investigator claims that the 20%
difference is applicable to a more general population of males, he is making
a claim without producing supporting data, particularly if this is the first
study of this treatment. This point affects a great many observational
studies, because the groups that get studied are often specialized in several
respects, for quite sound reasons. The same remarks apply to any statement
of confidence limits, which account for only the amount of variation in the
sampled population.

As studies in different locations by different workers accumulate, there is
an opportunity to examine whether this 20% increase is also found in
different populations. This is what happens in research on many problems,
though often in a haphazard and informal way. The author of the study
believes that although the levels of performance in other populations may
differ, the size of treatment effect, difference or percent, will apply to other
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populations. This hope has often; but by no means always, been realized in
the past as we mention in the next section.

37 THE RESPONSES

The choice of response ;méa;sm:éments (measurements to be used to compare
the performances under-differént treatments) is obviously important. In
selecting the responses, several points should be considered. Relevance to
the stated objectives of the study is an obvious one. To cite an example,
reported by Yates (1968), measures of the percentages of buildings de-
stroyed, obtained at great labor from aerial photographs, were used to assess
the effects of bombing raids ‘on- German cities on Germany’s industrial
production. For the stated objective this response variable was not particu-
larly relevant, since early British bombing raids concentrated on the town
centers, whereas the factories were mainly on the outskirts. A similar
statistic constructed for factories gave quite different results and, in order to
approach the objective more.closely, could be combined with British data
on the relationship between damage to factory buildings and actual decrease
in factory production..

Different aspects of the responses may be relevant. In the above example,
in considering measures of morale in studies of the effects of the bombing
raids on morale, oné proposed indicator was the proportion of daily
absences from. work: without- an'obviously operative reason. Another ap-
proach involved using a battery of questions about the respondent’s opinion
on the state of the war, feelings of ability. to cope with day-to-day problems;
attitudes toward government, and so forth. Either or both types of approach
might be advisable, depending on the study’s range of objectives. In a study
with an obvious primary response measurement, it is worth asking: Are
there other aspects of the possible effect of the treatment that should be
measured? .

The same remark applies to subsidiary measurements that may provide
insight on how a causal effect is produced or may strengthen or weaken the
evidence that there is a causal effect. For example, an immunization
campaign against diphtheria in young children in Britain in the 1940s was
followed by scattered reports.of paralytic poliomyelitis in some children. At
that time there was no. polio vaccine.

"~ These reports might suggest that the usual inoculations in children
increased their risk of subsequently contracting polio; yet, since many
children had been inoculated, the appearance of some polio cases among the
inoculated was not -of itself surprising in the absence of any standard
of comparison. Accordingly, in a study conducted in 1949, Hill and
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Knowelden (1950) obtained two samples each of 164 children; one sample
was of children with polio, and the control sample was of children without -
polio. The samples were matched for age, sex, and place of birth. The aim
was to see whether 2 much higher proportion of the polio cases than the
control sample had been inoculated. The investigators found that 96 of the
polio cases and 83 of the control samples had received inoculations—a
difference that was not striking and certainly not statistically significant.

As additional information, the investigators recorded (1) the dates of any
inoculations, and (2) the sites (left arm, left leg, etc.) of the inoculations,
This information enabled two further comparisons to be made. Of 17
inoculations made during the month immediately preceding the polio at-
tack, 16 occurred in polio cases and 1 in the control sample. Of the
inoculations made more than one month previous, 80 occurred in polio
cases and 82 in the control sample. A second piece of information was
provided by the polio cases alone. For inoculations made more than one
month previous to the onset of paralysis, the site of the inoculation injection
was also one of the sites of paralysis in 13 out of 65 cases, or 20%. For
inoculations Jess than one month previous, the corresponding figures were
29 out of 36 cases, or 81%. These two results both pointed to an increased
risk of paralytic polio from inoculations in the month preceding the time -
when polio becomes epidemic each year. Taken together with other data,
these results led to a recommendation that doctors should avoid giving
standard inoculations to children during this period.

The investigator should of course be aware of what is known about the
quality of any proposed measuring process. Often, this aspect presents no
problem, At the other extreme, there are instances in which a satisfactory
method has not yet been developed for measuring a given type of response;
therefore, sound research studies cannot proceed until some breakthrough in
measurement has occurred. In such cases a common situation is that several
different measuring techniques (e.g., by a battery of questions) have been
developed, but it is not clear exactly what is being measured by each
technique. If information on the agreement between different techniques is
scanty, use of two of them on each person in a study is worth considering as
a means of picking up useful comparative information for future studies.

Sometimes the process of measurement requires use of several similar
instruments (e.g., interviewers, judges, raters, laboratories). A standard

- precaution is to have each judge measure the same proportion of subjects,

preferably selected at random, from each treatment group. Whenever feasi-
ble, it is also worth the inconvenience to ensure that each judge is ignorant
of the treatment group to which any subject belongs at the time when the
judge is rating the subject. Otherwise, consistent differences between judges
in levels of rating, or the judge’s preconceived ideas of how the treatments
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should tank in performance, may produce fallacious differences between
treatments. These precautions are easily overlooked, as experience has
shown, in a study that involves numerous detailed operating decisions.

The size and range of the study may determine the type and, therefore,
the quality of the measuring instrument for responses. For instance, in a
study of nonhospitalized mental ill-health, the choice might lie, depending

on its size; between measurement by trained psychiatrists, by psychiatric -

nurses, or by a standard questionnaire administered by lay interviewers. In a
large-sample study of school education, information about schoolwork
conditions in the home and the parent’s attitudes and aspirations with
respect to their children’s education, might have to be obtained from
questions answered by the children in school because the available resources
do not permit use of direct interviewing of parents in their homes.

It is difficult to advise to what extent the original aims and scope of a
study should be deliberately restricted by sacrificing some of the original
objectives'in order to permit a higher quality of measurement. The weak-
nesses of the smaller-sample study are likely to be restricted range of
questions, reduced precision, and limitation to a subpopulation much nar-
rower than the population of interest. There is merit in a restricted study
that can (1) indicate whether the case for an extensive study is strong or
weak, (2) allow internal comparisons between the best-available measuring
techniques and less-expensive ones that would have to be used in a broad
study, and (3) provide valuable experience in the problems of conducting
this type of study. The weaknesses of a large extensive study in which the
investigators bit off more than they can chew are likely to be high nonre-
sponse rates and measurements clearly vulnerable to bias, with the conse-
quence that the main conclusions are subject to serious- question. Its
strength may be that it can attempt to sample the population of interest.
Another weakness of the large study is that it may fall of its own weight and
never be completed. Fortunately, these often die aborning,

In practice, the decision for or against a large study will be influenced
also by the amount of public interest in the problem, the pressure for early
results, and scale of operation that attracts the principal investigators.

3.3 TIMING OF MEASUREMENTS

Problems of timing the study measurements arise if the treatment is ex-
pected to have responses that last for some time into the future. Examples
are the fluoridation of a town’s water or a rise in the general tax rate.
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Shortly before the treatment is applied, a relevant response variable is
measured on a sample of children or families, for instance a survey of the
numbers of decayed, missing, and filled teeth by age and sex, or of family
spending and saving. The following question then arises: How long will

" these response variables be measured after the start of the treatment? If

little is known in advance about the shape of the time-response curve, no
definite answers can be given to this question, except perhaps to schedule at
least two subsequent observations, to keep later study plans flexible, and to
speculate about the likely nature of the tippe—response curve from a combi-
nation of theoretical ideas on the nature of the presumed causal process and
of any related data from other studies.

Usually these first two measurements have to be scheduled, at least
tentatively, at the time when the study is being planned and funds allotted
or sought. When these measurements have been obtained, a mathematical
model of the nature of the response curve may help in' deciding on the
desirability and timing of any subsequent measurements. Suppose that the
response is expected to increase with time until it reaches some steady
maximum value or asymptote. A response curve of this type is often well
enough represented by the curve Y = g, + a(l — e~ #*), where p, is the
initial level at time ¢ = 0. When ¢ is large, e~#* becomes negligible, so that
the parameter a represents the maximum increase. The parameter 8 indi-
cates how quickly this maximum is reached. At time ¢ = 3/, for instance,
the curve is within 5% of the maximum increase. If 8 is doubled, this 95% of
the total increase is reached in half the time.

We assume a single treated group. From the initial sample mean and the
means 7, and 7, of the two later responses, we can estimate g, a, and B.
From these estimates and the equation of the curve we can, in turn, estimate
(1) how much benefit would be obtained from one or two additional future
observations, and (2) the best later times at which to take these observa-
tions, in order to obtain as precise estimates as possible of a, B, or the
course of the response curve. This use of theory might be particularly
helpful if the calculations revealed that the first two posttreatment measure-
ments had been taken much too soon, as might happen with a treatment
whose effects are slow to appear.

If we had initially a rough idea (perhaps from other studies) of the time
taken to reach 95% of the increase, from which the value of B could be
estimated, this information would be useful in planning the times 7 and 27
of the first two posttreatment observations. For sketching the course of the
curve, a good compromise is to take 7 as the time when the increase has
reached about 70% of its maximum. Taking 7 at 50% of the maximum is a
bit early for this curve.



48 - PRELIMINARY ASPECTS OF PLANNING
39 SUMMARY

This chapter deals with preliminary aspects of studies intended to compare
a limited number of groups of individuals. The groups are exposed to
different agents or experience, called freatments, whose effects it is desired
to study.

An initial written statement of the objectives of the study, with reasons
for choosing these objectives, is essential. This may be in the form of
questions to be answered, hypotheses to be tested, or effects to be estimated.
This statement is helpful in selecting the locale of the study, the specific

groups to be studied, the data needed to describe the treatments, the

response variables, and the kind of statistical analysis required.

In exploratory studies there is a tendency to think mainly in terms of
tests of significance, because the investigator feels that an objective of
finding out whether there is some effect, and in which direction, is as much
as can be accomplished. Thinking in terms of estimating the size of the
effect and its practical importance may make the investigator more aware of
potential sources of bias and may lead to a more informative statistical
analysis.

When the level of treatment varies from group to group, a two-group
study with levels widely apart is usually advisable in small initial studies. A
third group at an intermediate level adds little or nothing to the estimation
of a linear effect, but may either provide a test of linearity or serve as some
reassurance about bias if the response is thought to be linear.

When the level of treatment varies from person to person and can be
measured at least roughly for individual persons, a common practice is to
divide the persons into two or more groups according to these individual
levels. For the estimation of a linear effect of levels, the precision obtained
with different numbers of groups, the best group sizes, and the relative
precision given by groups of equal size are presented.

Special procedures or record keeping may be required when the treat-
ment is complex or when exposure to it is to some extent voluntary. Issues
relevant to the selection of an untreated comparison group, sometimes
called a control group, are discussed.

In' selecting measurements to be made of the responses in groups under
different treatments, relevance to the objectives of the study is an obvious
criterion. Another is the quality of the measurement. Different aspects of
the responses, measurable by different variables, may deserve study. Sub-
sidiary measurements may clarify the interpretation of the main results.

If the process of measurement requires several instruments of the same
type (e.g., interviewers, judges, raters, laboratories), standard precautions
are to have each judge measure the same proportion of subjects from each
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treatment group and to conceal from any judge (whenever feasible) the
particular group that he is measuring at any specific time.

Sometimes a treatment, such as fluoridation of a town’s water or a rise in
taxes, will be applied for a relatively long time. Decisions are required about
the times at which the treated group is to be observed. If the general shape
of the likely time-response curve can be envisaged, statistical theory may
assist these decisions.
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